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Abstract—Analyzing motion patterns in traffic videos can directly lead to generate some high-level descriptions of the 
video content. In this paper, an unsupervised method is proposed to automatically discover motion patterns occurring 
in traffic video scenes. For this purpose, based on optical flow features extracted from video clips, an improved Group 
Sparse Topical Coding (GSTC) framework is applied for learning semantic motion patterns. Then, each video clip can 
be sparsely represented by a weighted sum of learned patterns which can further be employed in very large range of 
applications. Compared to the original GSTC, the proposed improved version of GSTC selects only a small number of 
relevant words for each topic and hence provides a more compact representation of topic-word relationships. Moreover, 
in order to deal with large-scale video analysis problems, we present an online algorithm for improved GSTC which 
can not only deal with large video corpora but also dynamic video streams. Experimental results show that our proposed 
approach finds the motion patterns accurately and gives a meaningful representation for the video. 
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I. INTRODUCTION 
In many surveillance scenarios, such as monitoring 

vehicles traffic at intersections, crowded video scenes 
with various motions may be involved. In these scenes, 
some typical activities, called motion patterns, occur 
regularly and periodically. It is highly desired to 
analyze the motion patterns and extract a high-level 
interpretation of the video contents. Discovering such 
motion patterns would directly lead to a semantic scene 
model that could further facilitate the task of scene 
analysis [1]. This is a very challenging task since for 
complex or crowded scenes the performance of most 
conventional analysis tools is highly degraded [1]. 
Traditional methods [2-4] for analyzing a traffic scene 
are based on trajectory data. These methods need an 
accurate detection and tracking of vehicles that are 

very difficult in crowded videos due to the noise, 
change in lighting and weather conditions, shadows, 
and occlusion [5].  

To handle these issues, some researchers [1, 6-11] 
have applied low-level motion features such as optical 
flow, which can be easily calculated, and focused on 
developing more complex methods such as topic 
models. Wang et al. [6] and Kuettel et al. [7] 
characterized typical activities by topic models, such 
as Latent Dirichlet Allocation (LDA) and Hierarchical 
Dirichlet Process (HDP). Song et al. [8] trained a two-
level LDA topic model first for single-agent motion, 
which is the input to second level LDA for multi-agent 
interactions. A two-staged cascaded LDA model was 
formulated by Li et al. in [9] in which, the first stage 
learns regional behavior and the second stage learns 



global context over the regional models. Varadarajan 
et al. in [10] introduced a sequential topic model for 
mining recurrent activities from long term video logs. 
Rana et al. [11] used Fast rank-1 robust PCA for 
foreground detection with counts of pixels in blocks 
used as input for Dirichlet process mixture model 
(DPMM) learning, which enables incremental learning 
and inference. Fu et al. [1] used Sparse Topical Coding 
(STC) for efficient learning and representation of the 
topic model. 

In this paper, we focus on automatic learning of 
the semantic motion patterns from a traffic video. The 
learning is done by using low-level features and 
applying topic models. For this purpose, an improved 
Group Sparse Topical Coding (GSTC) framework is 
proposed for learning a motion pattern dictionary. This 
improved version of GSTC considers the sparsity of 
words which construct a topic. By enforcing this 
sparsity, GSTC gains the ability to automatically select 
the most relevant words for each latent topic. This 
makes improved GSTC more suitable for modeling 
motion patterns occurring in video scenes. By learning 
semantic dictionary, the video scene can be represented 
as a sparse summation of bases. This representation 
can further be applied to scene analysis such as rule 
mining, abnormal event detection, etc. Moreover, in 
order to deal with large data collections and dynamic 
data streams, we have developed the online improved 
GSTC, which learns the topical dictionary via an 
online algorithm. Various experiments show that our 
improved GSTC achieves high performance in 
discovering scene patterns.  

II. BACKGROUND THEORY 

Probabilistic Topic models (PTMs) such as PLSA 
[12], LDA [13] and HDP [14] were first developed to 
capture latent topics in a large collection of textual 
documents and then utilized by researchers for video 
analysis. In 2011, Zhu and Xing [15] presented a Non-
Probabilistic topic Model (NPM) called Sparse Topical 
Coding (STC) which assigns a sparse set of topics to 
each document. Bai et al. [16] in 2013 proposed a novel 
non-probabilistic topic model for discovering sparse 
latent representations of large text corpora, referred as 
group sparse topical coding (GSTC). This model 
enjoys both the advantages of the PTMs and NPMs. On 
the one hand, GSTC can derive document-level 
admixture proportions in topic simplex like PTMs. On 
the other hand, GSTC can directly control the sparsity 
of the inferred representations by relaxing the 
normalization constraint like NPMs [16]. Moreover, 
compared to STC, since GSTC does not need to model 
the document codes θ, it has fewer variables to be 
estimated and therefore requires less training data. 

Suppose that a collection of D documents 
{w1,…,wD} is given which contains words from a 
vocabulary v with size N. A document is simply 
represented as a |I|-dimension vector w={w1,…,w|I|}, 
where I is the index set of words that appear and the 
nth entry wn (n∊I) denotes the number of appearances 
of the specific word in the document. Let β∊ԹK×N

 be a 
dictionary with K bases, where each base is assumed to 

be a topic base, i.e. a unigram distribution over v. For 
the dth document wd, GSTC projects wd into a semantic 
space spanned by a set of automatically learned topic 
bases β and directly obtain the un-normalized word 
code sd,.n∊ԹK

 for each individual word in document wd. 
The admixture proportion of the entire document w 
then be derived from the learned word code set 
s={s.1,…,s.|I|}∊ԹK×|I|

 and the topic bases β. GSTC 
solves the optimization problem (1). 
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The first term in (1) is equivalent to minimizing an un-
normalized KL-divergence between observed word 
counts wd,n and their reconstructions , . .

T
d n ns  . The 

second term is a group-lasso [17], i.e. a mixed ℓ1/ ℓ2 
norm, for the matrix of reconstruction coefficients. 
This leads to the desired document-level sparsity. 

The document-level admixture proportion can be 
derived with the learned word codes. Let θ be the topic 
proportion vector of document w, the kth topic 
proportion will be [16]: 
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III.  PROPOSED METHOD 

A. Video Representation 

Given an input video, we first divide it into a 
sequence of clips without overlapping. Each clip is 
considered as a document.  

We utilize Shi and Tomasi [18] corner detector to 
find the key points and use these features to extract the 
optical flow using Lucas–Kanade method [19] from 
each pair of consecutive frames. To remove noise, a 
threshold is applied to the amplitude of optical flow 
vectors. In order to generate the vocabulary, the optical 
flow vectors are quantized into discrete visual words. 
Optical flow vectors are denoted by (x, y, α). The 
positions (x, y) are quantized to the nearest position on 
a grid with spacing of 10 pixels and the angles of flow 
vectors, α, are quantized into 8 directions. Finally a 
fixed vocabulary is formed namely v={v1,…,vN} with 
N total flow words, in which each word contains 
information about position and motion direction.  



Flow words are accumulated over the frames of 
each video clip. Then a clip of video is represented by 
a vector w={w1,…,w|I|}, where I is the set of word 
indexes and wn denotes the number of occurrence of 
word n in the clip. Using a word-document topic 
model, optical flow words with high co-occurrence 
frequencies in a video clip make a motion pattern. 
Motion patterns are represented as dictionary β whose 
rows show the typical topics in the video which are a 
distribution over the vocabulary v.    

B. Learning Motion Patterns 

We try to learn a sparse representation for the 
number of topics in each document. That means a 
video clip is interpreted by only a few motion patterns. 
To our knowledge, GSTC has not yet been used for 
video analysis. We formulate the problem of learning 
motion patterns based on an improved version of 
GSTC that is more suitable for video scene 
understanding.  

a) Formulation of Improved GSTC 
Our proposed formulation solves the optimization 

problem in (3). 
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where (λ,  ρ) are non-negative hyper-parameters that 
must be set by users. 

In the proposed formulation, unlike GSTC which 
minimizes KL-divergence, for simplicity we minimize 
ℓ2 norm of the reconstructions error. Furthermore, we 
improve the GSTC model to learn a better dictionary 
from the videos by adding ║β║1 term to the objective 
function. 

Whereas only a sparse set of words contribute in 
making each topic, the term ║β║1 is added to impose 
this sparsity on the dictionary. That also reduces the 
overlapping between different topics. To this end, we 
relax the normalization constraint in GSTC on the rows 
of dictionary (we do not impose the constraint

1
1

N

kn
n


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 ,  k in our model).  

b) Optimization 
The objective function in (3) is bi-convex. That is, 

convex over either   1

D

d d
s


 or β when the other is fixed. 

Furthermore, the feasible set is a convex set. Therefore, 
a typical solution to this bi-convex problem is the 
coordinate descent algorithm [20] which alternatively 
performs the optimization over   1

D

d d
s


and β as shown 

in Algorithm 1. After learning the dictionary of topics 
β through training phase, it can further be used for 
finding the word code of a test video clip as shown in 
Algorithm 4. The topic proportion θ of the training or 
test clips can also be calculated based on (2). 

Optimization over   1

D

d d
s


:  

This step aims to find the word codes   1

D

d d
s


when 

dictionary β is fixed via optimization (4). 
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Similarly to [16], we perform this optimization for 
each document separately and only focus on one group, 
e.g. the kth group. The objective function can then be 
written as: 
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Equation (5) is strictly convex with respect to skn. 
Therefore, skn can be obtained by setting the gradient 
equal to zero: 
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The encoding algorithm is presented as Algorithm 2. 

Optimization over β: 
After inferring all the latent word codes of the 
collection, the dictionary β is updated by minimizing 
(7). 
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By assigning zero values to wd,n and sd,.n for n∉|Id|, 
we can replace the |Id| with N. Then (7) can be written 
as: 
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Based on the idea of iteratively re-weighted least 
squares (IRLS) [21], the ℓ1 norm is written as (9). 
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where qkn=1/(|βkn|+ε) and Q=diag(q1n,…, qKnሻ. In qkn, ε 
is much smaller than the absolute value of the non-zero 
entries of β. According to (9), for each nth column of 
β, we have: 
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It is a convex optimization problem that can be 
efficiently solved by setting the gradient equal to zero: 
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As Q depends on β, an alternative optimization on 
β and Q is performed, in which in each alternation, one 
of them is fixed and the other one is updated. The topic 
learning procedure is described in Algorithm 3. 

c)  Online version of improved GSTC 
The above batch mode algorithm requires a full 

pass through the video collection at each gradient 
descent step in dictionary learning. A full pass over a 
very large dataset would be very expensive in terms of 
both memory and efficiency. Furthermore, the batch 
gradient descent for dictionary learning can be 
inefficient in utilizing the redundancy information of a 
large dataset [22]. To overcome such inefficiency, we 
propose the online version of improved GSTC model 
which uses a sample mode learning algorithm to learn 
the dictionary β. Our online algorithm is nearly as 
simple as the batch algorithm, but converges much 
faster for large datasets.  The online learning algorithm 
is described in algorithm 5. 

IV. EXPERIMENTAL RESULTS 
We evaluated the performance of our proposed 

method on QMUL Junction video [23] which was 
captured at 25 frames per second from a traffic 
junction. The video file has been divided into 12s-
length non-overlapping clips, with a frame size of 
360×288 pixels. 73 clips have been considered for 
training and 39 clips for the test. Training clips are used 
for learning the usual motion patterns. The hyper-
parameters have been found experimentally for the 
best visual results to be (λ=1, ρ=1) and the number of 
topics K=20. 

Algorithm 1: Training Phase – Batch Mode (offline) 

Inputs: training video clips  1

D

d d 
w , the number of 

topics K, the hyper parameters (λ,	ρ) 
Outputs: dictionary β, training word codes   1

D

d d
s


 

Initialize β∊ԹK×N to a random matrix with positive 
elements 

Initialize   1

D

d d
s


∊ԹD×K×N to random matrices with 

positive elements 
repeat  
for d=1:D 
sd ← Algorithm 2 
end 
β ← Algorithm 3 
until convergence 

 

  

 

Algorithm 2: Sparse Coding 
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Algorithm 3: Dictionary Learning 
for n=1:N 

repeat 
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until convergence 
end 

 

Algorithm 4: Test Phase 
Input: a test video clip w, the dictionary learned 
before β 

Output: test word code s 
 

Initialize s ∊ԹK×|I| to a random matrix with positive 
elements 

s ← Algorithm 2 
 

Algorithm 5: Sample Mode (online) 
repeat 
for d=1:D 
      sd ← Algorithm 2 
      for n=1:N 
           repeat 
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           until convergence         

    for k=1:K 
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         end   
      end 
end 
until convergence 

For quantitative comparison of different models, 
we define and calculate three measures: 

Topics sparsity: It is defined as the sparsity ratio of 
learned topics and is calculated based on proportion of 
zero entries in the dictionary β∊ԹK×N, i.e.: 

zeros ofTopics sparsity
K N
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Words sparsity: It is defined as the sparsity ratio of 
learned word codes and is calculated based on 
proportion of zero entries in the D word codes sd	 ∊

dK I , i.e.: 
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Topics similarity: It is defined as the similarity of 
discovered topics and is calculated based on average 
correlation between every two different topics, i.e.: 
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We computed (12), (13) and (14) at various 
number of topics for PLSA, LDA, STC, original GSTC 
and our improved GSTC. The results are shown in 
figures 1, 2 and 3. According to Fig. 1, the improved 
GSTC achieves fewest words that contribute in topics 
construction. This improvement is due to imposing the 
sparsity constraint on the dictionary. Fig. 2 depicts that 
both original GSTC and improved GSTC can discover 
the most sparse word codes. This means that each word 
belongs to just a sparse set of topics. According to Fig. 
3, both original GSTC and improved GSTC models 
achieve high performance in terms of topics similarity. 

 
Fig. 1.  Topics sparsity vs. the number of topics 

 
Fig. 2.  Words sparsity vs. the number of topics  

   

Fig. 3.  Topics similarity vs. the number of topics 
 

For qualitative comparison, the top four most 
probable motion patterns, according to their 
frequencies of occurrences, learned by PLSA, LDA, 
STC and our improved GSTC are shown in Fig. 4. As 
it can be seen, each motion pattern learned by different 
models has an explicit semantic meaning. For example 
the upward traffic flow, the downward traffic flow, the 
leftward traffic flow, and so on. Besides, some motion 
patterns are comprised of other simpler patterns. With 
the composite patterns, fewer bases can be utilized to 
reconstruct a complex scene i.e. a sparse set of topics 
is assigned to each document. 

V. CONCLUSION 
In this paper, discovering semantic motion patterns for 
traffic videos has been formulated in improved group 
sparse topical coding framework. Improved GSTC 
could provide a more precise interpretation of topic-
word relations by selecting a small number of relevant 
words for each latent topic. Based on semantic topical 
representation learned by the model, each video clip 
can be sparsely reconstructed. Experimental results 
have shown the advantages of our approach by 
meaningful sparse representations of videos. The 
method can be employed further in scene analysis 
applications. 
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Fig. 4.  Four most probable motion patterns discovered by pLSA, LDA, STC and our improved GSTC 

  



 


