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Abstract—Vehicular ad-hoc networks (VANETs), as a result of today's vehicles equipped with different wireless 

technology, have been attracting interest for their potential roles in many fields such as emergency, safety, and 

intelligent transport system. However, the development of a reliable routing protocol to route data packets between 

vehicles is still a challenging task due to the high mobility, lack of fixed infrastructure, and obstacles. One technique to 

tackle this challenge is using machine learning. In this paper, we have proposed a protocol applying  multi-agent 

reinforcement learning (MARL) as a technique that enables groups of reinforcement learning agents to solve system 

optimization problems online in dynamic, decentralized networks. Our protocol is based on a model-based 

reinforcement learning method which has a higher convergence speed compared to the model-free one. To form the 

needed model for MARL, we have developed a Fuzzy Logic (FL) system that evaluates the quality of links between 

neighbor nodes based on parameters such as velocity and connection quality. The performance of the proposed protocol 

is studied by extensive simulation with respect to various metrics such as delivery ratio, delay, and overhead. The results 

obtained show significant improvement of VANETs performance in terms of these metrics. 
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I. INTRODUCTION 

A Vehicular Ad hoc Network (VANET) is a kind 

of wireless network with different applications such as 

safety, entertainment, emergency, and so on. However, 

the main reason for researchers work on such networks 

is their essential role in constructing a proper 

framework for intelligent transportation systems. 

There are usually two kinds of connections in a 

VANET as shown in figure 1:1) multi-hop Vehicle to 

Vehicle (V2V) connection with no infrastructure and 

2) vehicle to Road Side Unit(RSU) connection through 

which a vehicle can access other infrastructures (like 

the Internet). VANET nodes are vehicles with dynamic 

characteristics (such as speed, acceleration, direction, 

etc.) that move in today's natural urban environment 

with special features (buildings, overpasses, fixed 

roads, etc.) blocking signal transmission. Therefore, 

creating and maintaining a stable path between a 

source and destination pair without any degradation or 

loss of quality has always been a challenging task. This  

problem is more evident in V2V connections. Creating 

stable routes through different routing techniques is 

studied and investigated widely in previous research 

projects [1-6]. Most of these techniques are classified 

into either topology-based or position-based[7]. In 

topology-based techniques, an information link is used 

to deliver data packets from a source node to a 

destination node. In the position-based techniques, 

each node is aware of its geographical location as well 

as others' (via GPS, digital map, etc.) and utilizes such 

information for routing. Since position-based 

algorithms do not utilize any routing table, they are 

better suited for the highly dynamic nature of 

VANET[8]. One of the essential considerations that 

must be taken into account for presenting a proper 

routing algorithm is that it should be adaptable with 

continuous and unpredictable changes of network 

topology in VANET. Many researchers have tried to 

meet this requirement via applying different 

mechanisms, such as maintaining routes in proactive 

protocols, using periodic updates in reactive 

approaches, or using link stability metrics when 

constructing paths[9]. However, many of these 

protocols have simple assumptions for network 

attributes or consider models for wireless channels, 

which are not always true, especially for VANET. It is 

also seen in some approaches that several parameters 

are simply set with a predefined threshold while they 

may be dependent on network situations. 

 

Figure 1.  VANET communication types. 

 

However, our proposed Reinforcement Routing 

Protocol for VANET (RRPV), attempts for desirable 

adaptability for routing in VANET using a 

combination of model-based reinforcement learning 

and Fuzzy Logic(FL). RL is an unsupervised learning 

technique that enables an agent to monitor the state of 

its environment and doing an action that effects its 

environment in order to learn an optimal policy. By an 

optimal policy for routing in VANET, we mean 

selecting the best neighbor as the relay node during 

packet forwarding. RRPV is based on the multi-agent 

reinforcement learning (MARL) technique. MARL 

corresponds to a learning problem in a multi-agent 

system in which multiple agents learn simultaneously. 

In RRPV, all nodes of the network are considered 

agents that cooperate together to find the best 

path(optimal policy). Using a model, the agent can 

predict the resultant next state and next reward after 

doing an action in a state. Having a model, the agent 

will apply a computational process that takes a model 

as input and produces or improves a policy. Our main 

contribution in contrasting the model for RL is using a 

Fuzzy logic system. The FL is utilized to confront 

uncertainty in link quality. 
To sum up, our main contributions in this paper are as 

follows: 

1) Developing an FL system for evaluating the 

qualities of links between vehicles and deriving the 

desirable model for RL.  

2) Proposing an algorithm applying Reinforcement 

Learning (RL) in choosing proper neighbors for 

relaying packets towards their destinations. 

The remainder of this paper is organized as follows: 

Section 2 is dedicated to a review of related work. The 

System model is described in Section3. Basics of RL, 

Multi-Agent Reinforcement Learning (MARL), and 

FL system are described in Section4. The proposed 

protocol for routing is presented in Section5.In section 

6, simulation and evaluation of the proposed approach 

are presented. Finally, Section 7 concludes the paper. 

II. RELATED WORK 

Many protocols have been designed for routing in 

VANET so far. These protocols are usually 

differentiated based on network infrastructure and used 

techniques. Generally, VANET routing approaches are 

categorized into two groups. The first group is 

topology-based protocols that use the information of 

links for forwarding packets. These approaches are 

implemented in two ways: proactive and reactive [6]. 

In proactive ones, routes are formed based on shortest-

paths algorithms and stored in tables and then are used 

whenever they are needed. However, in reactive ones, 

the routes are formed only when it is requested, and 

just active paths are maintained in tables. Most of the 

topology-based routing protocols in VANET are 

originated from Mobile Ad hoc 

Network(MANET)[10]. In this regard, some 

researchers have tried to apply MANET routing 

protocols for VANETs. 

The approaches proposed in[11] are some examples 

of this effort. Ad hoc On-demand Distance 

Vector(AODV) routing protocol[12] as a famous 

Volume 12- Number 4 – 2020 (10 -25) 11 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

ur
na

l.i
tr

c.
ac

.ir
 o

n 
20

24
-0

5-
17

 ]
 

                             2 / 16

https://journal.itrc.ac.ir/article-1-468-en.html


MANET routing protocol is changed to be used in 

VANET. In this work, two algorithms are proposed: 

(1) connection-based restricted forwarding (CBRF) 

and (2) two-phase routing protocol (TOPO). CBRF is 

usually used in small networks, while TOPO is more 

suitable for large networks. However, according to the 

experiments done in[13-16], the use of topology-based 

protocols for routing in VANET, with more dynamic 

properties than MANET, is not effective in terms of 

performance metrics. Especially, these protocols 

usually impose a further overhead burden on networks 

because of their activities to maintaining and 

discovering paths between sources and destinations. 

As a result, they will face scalability challenges. 

The second group of routing approaches in VANET 

includes Geographic-based protocols. These protocols 

use the information of network positions that are 

obtained from a digital map of streets, traffic models, 

or location systems. By considering the movement 

limitation of vehicles on the road surfaces and also 

excessive use of GPS, it seems that these types of 

approaches can be more efficacious [4,3]. Greedy 

Perimeter Stateless Routing (GPSR)[17] was one of 

the first proposed protocols in the Geographic-based 

group in which, first, a source node obtains the location 

of a destination and then, by using a greedy algorithm, 

tries to select the neighbors that have the least distance 

to it.  

In [18], a position-based scheme is proposed with 

the main goal of better video transmission. Here, 

besides main routes, some independent paths are also 

founded between a pair of source and destination and 

then used whenever they are needed. It also develops a 

closed equation for estimating link probabilities.  

Huang and Lin[19] proposed a promoter algorithm 

in which each node selects the furthest vehicle to 

forward the packets. Abuashour and Kadoch[20] have 

also proposed a Geographic-based protocol that uses 

the velocity of vehicles as the main metric for 

determining link stability. The basis of their work is 

clustering networks and sending data via the heads of 

each cluster. However, forming and maintaining 

clusters in VANET can result in higher overhead due 

to the frequent changes of node position and high 

dynamics. Generally, most of the protocols we have 

mentioned fall in conventional and computational 

categories of protocols that try to find an optimal 

solution for routing using mathematical methods and 

pure theory. However, these approaches are not 

sufficient for large-scale VANET with highly dynamic 

properties[21]. Nowadays, another group of techniques 

is proposed for routing, which use Artificial 

Intelligence (AI) schemes[22-26]. They aim to 

enhance the ability of algorithms under continuing and 

unpredictable changes of VANET network topology 

via learning techniques.  

Situation-Aware Multi-constrained QoS Routing 

Algorithm (SAMQ) [27] is one of these approaches in 

which an effort was made to present a situation-aware 

multi-constrained Quality of Service (QoS) routing 

protocol by applying the concept of situational 

awareness and an Ant-colony based Algorithm (ACO). 

In [28] also a technique with a learning scheme is 

proposed in which the appropriate intersections for 

transferring data are selected, and routes are created by 

considering QoS limitations. These limitations are 

based on three metrics, including packet delivery ratio, 

delay, and connection probabilities. The problem of 

choosing a path is mathematically formulated as an 

optimization problem, and then, an ACO-based 

algorithm is proposed to solve it. Then a local QoS 

model is also offered for each part of a city to reduce 

the traffic overhead.  

A routing protocol based on RL is also proposed 

in[29] by considering the effect of the transmission rate 

of the MAC layer in selecting links to construct routes. 

The proposed scheme is comprised of two sections. At 

first, it introduces an algorithm based on Q-learning to 

estimate the transmission rate at the MAC layer, and 

for this, it tries to find a relation between hello 

reception ratio and best MCS (modulation and coding 

scheme). In the second part, another algorithm is 

proposed, which is again based on Q-learning for 

routing and selecting the best neighbor to forward 

packets toward destinations. Node selection is made 

according to the action-value function, which is stored 

in Tables. By considering network lifetime 

maximization and delay minimization as the quality of 

service constraints of the routing problem, a micro-

artificial BEE colony-based solution has been 

proposed to address this issue using a multicast routing 

scheme in[30] . The work of [31], is one of the newest 

efforts to address the routing problem in VANET. It 

first calculates the reliability of the inter-node link by 

analyzing the characteristics of the vehicle movement. 

Then this parameter is used in the improved Q-learning 

strategy. It introduced two heuristic functions. The first 

function is used to speed up learning, and the second 

one is used to reduce unnecessary exploration. The 

work of [32] is the other efforts for routing problem in 

VANET, which tries to predict the destination and 

movement patterns of each node by using forward and 

backward technique of Hidden Markov Model 

(HMM), and then during the neighbor selection 

process, it selects nodes that have the most chance to 

deliver a packet to the final destination. Another 

protocol that apply reinforcement learning for routing 

is proposed in[33]. It is a combination of Q-learning 

and grid-based routing. It works in two parts: first, it 

divides the area into grids and finds the next optimal 

grid toward the destination based on the Q-value table. 

In the second part it uses a greedy selection algorithm 

to choose the nearest neighbor towards the destination.  

III. SYSTEM MODEL 

Our system is a network of n mobile nodes formed 
from vehicles. Vehicles are assumed to move with a 
constant velocity in two directions of roads. Each 
vehicle is equipped with an On-Board Unit (OBUs). It 
also has a Global Positioning System (GPS) receiver, 
which indicates its location as well as velocity. A digital 
map is also available in each node for obtaining the 
geographical location of destination nodes via location 
services. Vehicles communicate with each other only in 
an ad hoc mode by applying the IEEE 802.11p protocol. 
All nodes have the same transmission range. Civil 
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buildings and structures are considered as obstacles that 
affect the communication in VANET due to the use of 
a high-frequency band above 5.8GHz. For example, it 
is likely nodes that are physically adjacent, cannot 
communicate with each other due to the presence of a 
building between them. 

IV. REINFORCEMENT LEARNING 

Reinforcement learning means selecting the best 

action by an agent according to its current situation in 

the environment. The best action is found using a series 

of trial and error throughout the environment. The 

environment is modeled as a set of states and transition 

probabilities between these states. The agent can select 

one action among a set of actions in each state. A 

policy, π, is utilized by the agent for selecting an action 

among the list of available actions. An agent will 

receive a reinforcement signal from its environment by 

performing an action in each state. The received signal 

will be used to update the policy of the agent using a 

learning strategy. Here, the aim is to determine how an 

agent can change its policy by benefiting from its 

experiences so that the obtained reward would be the 

most in the long run. 

The reinforcement learning problem is usually 

modeled as a Markov Decision Process(MDP)[34]. An 

MDP is formed of a set of states S={s1, s2, …, sn}, a set 

of actions A={ a1, a2, … an}, a reward function R:S
A→R and a state transition function P: S A →

(S)where  (S) is a set of probability distributions. 

A. Value Function 

The value function is a key component in any 

reinforcement learning algorithm. It is a function of 

states or a pair of state-action. This function determines 

an estimation of income for an agent to being in a state 

or doing an action in a state following a policy like π. 

Value functions are usually defined in two forms as 

follows: 

Vπ(s)=Еπ[Gt|St=s]    (1) 

Qπ(s,a)=Eπ[Gt|St=s,At=a]   (2) 
In equation (1) and equation(2) E[.] is the expected 

value that an agent can earn by policy π, and t is a 
timestamp. Gt is a function of the reward sequence. V(s) 
and Q(s,a) are called state-value function and action-
value function, respectively. In this paper, we refer to 
them as v-value and q-value in short. 

B. Model-based reinforcement learning 

While in model-free RL, the optimal policy is 
approached through the interaction between an agent 
and its real environment, in the model-based RL, first, 
an internal model of the environment is constructed, 
then an optimal policy is calculated based on that 
model. We can refer to Q-learning[35] as an example of  
model-free methods in RL. However, these methods are 
usually slow in finding the optimal policy. As a result, 
these methods are not suitable for the highly dynamic 
environment of VANET. On the other hand, while 
model-based approaches are better suited for these 
networks, it is required to form a dynamic state 
transition model and sometimes a reward model before 
applying such approaches. We will back to this in 

Section 5, where we describe entirely how to form such 
models for the routing problem in VANET. 

C. Multi agent reinforcement learnin(MARL) 

In MARL, besides local learning, information and 

observation that are obtained locally in each agent are 

exchanged between neighbors. In fact, cooperation is 

formed between nodes to acquire a global optimum. 

This scheme also helps anode to consider the 

performance of its neighbors, and hence prevent it 

from becoming a selfish node, especially in a wireless 

network with hared transmission media. As is shown 

in figure 2, MARL divides a network-wide problem 

into some components, each of which is solved by a 

self-organized agent. We consider the routing in 

VANET as a Discrete Optimization  

 

Figure 2.  MARL agents. 

Problem(DOP)[36] that should be solved by 

collaborating RL agent. To address this problem, we 

use the MARL technique in which each node of a 

network is considered as an agent that shares its 

information about the environment with others in the 

form of v-Values exchanges. The solution to each DOP 

is initiated at some starting agent in the network and 

terminated at some (potentially remote) agent in the 

network. 

D. Fuzzy logic 

One of the main attributes of the VANET that raises 

some challenges for routing is its inconsistency. As we 

know, a human can decide in different situations even 

when there is scant and uncertain knowledge. Here, we 

aim to give this ability to a routing system for VANET 

by applying FL. This logic was introduced for the first 

time by Lotfi-Zadeh[37,38] as a tool for working with 

uncertain data. The fundamental concept of this logic 

is making a fuzzy set that is against classic set theory 

with zero-one logic for membership. Membership in an 

FL set is ranked from zero to one. The inference is 

made by using fuzzy rules, after forming sets. These 

rules are usually presented in the form of if-then 

statements. There are several ways for inference in FL; 

the most well-known one (which is also used in this 

paper) is the Mamedani method[39]. In this type of 

deduction, it is said that if x is A and y is B then z is C. 

Output of the inference phase in FL is also presented 

as fuzzy sets but in a real work system, real numbers 

are used. As a result, for the final utilization of fuzzy 

inference, the output should be converted to real 

numbers via a defuzzification process. 
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V. PROPOSED MODEL 

Our main contribution in this paper is using Dyna-

Q[40] architecture to integrate the major function 

needed in an on-line planning agent. The architecture 

has two parts: model learning and reinforcement 

learning which should be occurred simultaneously. We 

will use a fuzzy model (developed in the next section) 

for the first part, and an MDP planner for the second 

part. The overall architecture of this scheme is depicted 

in figure 3. The central column represents the 

fundamental interaction between agent and 

environment that leads to real experiences. The arrow 

on the left represents the direct reinforcement  

 

 

Figure 3.  The proposed scheme. 

learning that is operated on real experience to improve 

policy(value functions) for neighbor selection. On the 

right are model-based processes in which the following 

operations are done: 

1. The gathered information from the environment is 

used to compute quality parameters of links between 

neighbors. 

 2. The fuzzy system then evaluates the links based on 

the computed parameters. This evaluation is done 

using fuzzy rules. Results of link evaluation are fed as 

state transition probabilities to the next step, which is 

an MDP planner. 

3. MDP produces q-values that are used for selecting 

neighbors as relay nodes. 

4. According to the policy formed by MDP, relay 

nodes are selected for each received packet. 

A. Fuzzy logic for link evaluation 

It is our primary purpose to apply a model-based 

RL for routing problem. By a model of the 

environment, we mean anything that an agent can use 

to predict how the environment will respond to its 

action. However, the main requisite during applying 

model-based schemes, is determining a model for a 

state transition and also a reward. A node of VANET 

that has a packet for forwarding toward the destination 

is considered as an agent that will change its state via 

delivering a packet to one of its neighbors. So, for 

determining state transition, we should specify the 

probability with which a packet is transmitted by a 

node and reaches an adjacent node. This probability is 

highly dependent on the quality of the link between the 

two adjacent nodes. The fact that a link is qualified 

enough or not depends on many parameters such as 

bandwidth, movement directions of the two nodes, 

relative velocity, received signal strength, and so on. 

Since these factors are dependent on the environment, 

so having a mathematical model for deriving an 

optimal solution increases the complexity of the 

algorithm, and the designed model will not have the 

flexibility that is required in VANET. Thus, we plan to 

solve this problem using a fuzzy system. The main 

attribute of an FL system is that it helps decision-

making in an unsure environment with uncertain and 

estimated information. 

B. Parameters used for link evaluation 

As mentioned earlier, transition probability 
describes the probability with which a packet is 
transmitted by a node, ni, and reaches an adjacent node, 
nj. This probability is related to the quality of links that 
connect these two nodes. Thus, we will use the 
following parameters in FL system to evaluate the 
quality of these links. 

1) Link stability 

The stability of a link between two nodes ni and nj 

indicates how long the connection between them is 

available. We show this factor as stab(i,j). The primary 

component in calculating this factor is the relative 

velocity and movement directions of the two nodes: 










=

otherwise

MTif
M

T

jistab e

e

1

),( (3) 

Where, Te indicates the estimated time that the 

connection between the two nodes remains and M is a 

constant value that is determined based on the 

simulation time. Te is calculated in two situations as 

follows: 
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
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
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ii) Two nodes i, and j, move in the opposite 

direction 


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







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−

+

+

=

awaygetting
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dR

closegetting
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dR

T

ji

ij

ji
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Where R is the transmission range of a node 

and dij is the Euclidean distance between two 

neighbors.  
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We rank the stability of a link in three sets: low, 

medium, and high. Based on the above equations, the 

membership function for the stability factor is defined 

in figure 4. 

2) Connection quality 

We also consider the connection quality while 

evaluating the quality of a link. Estimating a precise 

metric for the quality of a connection in a dynamic 

network such as VANET is usually a difficult task. We 

have used the ratio of sent/received of hello packets for 

this purpose, as indicated in Equation(6). 

𝑄𝑜𝐶(𝑖, 𝑗) =

{

𝑅𝑒𝑐(𝑖,𝑗)

𝑆𝑒𝑛(𝑖,𝑗)
                                          𝑖𝑓  𝑇(𝑖, 𝑗) ≥ 𝑃

𝑅𝑒𝑐(𝑖,𝑗)

𝑆𝑒𝑛(𝑖,𝑗)
× (1 − (

1

2
)𝑆(𝑖,𝑗))    𝑖𝑓     𝑇(𝑖, 𝑗) < 𝑃      

       (6)      

 

An interval P is considered for evaluating the QoC 

factor of the link (i,j). The value of this factor is 

updated in each interval based on Equation(6). Here 

S(i,j) is the number of hello packets sent from node ni 

to a neighbor node nj in a specified interval, and Res(i,j) 

indicates the number of received hello packets by node 

nj. T(i,j) is the duration within which the two nodes 

have been neighbors. Hello packets are usually sent 

within a specified time interval during P (e.g. P=1s).So 

when P is 10s, QoC(i,j) will be calculated as 0.8 with 

T(i,j)>10s, Sen(i,j)=10 and R(i,j) =8. Now suppose we 

have another link with T(i,k)=2, Sen(i,k)=2, and 

Rec(i,k)=2.Then QoS(i,k) is calculated as 1, which 

indicates that the link (i,k) has better quality than link 

(i,j). However, this is a false evaluation because a 

longer T(i,j) increases the chance of collision and 

packet loss. Thus, for a true evaluation, we have 

considered a discount factor for nodes whose T(i, j) is 

less than P in Equation(6). 

Based on the above equations, the membership 

function for the connection quality factor is defined in 

figure 5. 

C. Mapping and inference rules 

Calculated factors in the previous section are used 

by each node to evaluate the links between themselves 

and their neighbors using if-then rules presented in 

Table1.  

 

TABLE I.  INFERENCE RULES 

 Stability Quality Status 

Rule1 high good excellent 

Rule2 high medium good 

Rule3 high bad poor 

Rule4 medium good good 

Rule5 medium medium acceptable 

Rule6 medium bad bad 

Rule7 low good poor 

Rule8 low medium bad 

Rule9 low bad very bad 

 
Linguistic variables used to describe a link have 

values like excellent, good, acceptable, poor, bad, and 
very bad. Since several rules may be activated 

simultaneously, the Max-Min method[41] is used to 
combine evaluation results. 

D. Output  

After evaluating a link between two nodes based on 
fuzzy sets, a real number should be generated to 
indicate the quality of the link. This number is 
generated based on the defuzzification process and 
output membership function. There are different 
approaches to defuzzification. Here, we use a center-of-
gravity method based on an output membership 
function that is depicted in figure 6. The output of this 
part is a real number between 0 and 1. We show this 
number by Z(i,j), which is an evaluation of the link 
between two nodes ni and nj. These values are used as 
the state transition values, which are required in 
Equation(7), which will be discussed in the next 
section. 

  

Figure 4.  Membership function for stability factor. 

  

Figure 5.  Membership function for connection quality factor. 

  

Figure 6.  Output Membership function. 

E. Routing algorithm 

Each node uses a routing table in which the q-

values of itself and v-values of neighbors are stored. 

Values of this table are computed based on the 

evaluation of all links between node ni and its 
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neighbors by using the model described in Section5.2. 

Next hop selection for forwarding a packet is done 

based on the policy π, which is formed via the soft-

max scheme[40]. The v-values are also updated 

periodically by receiving a new advertisement over 

time. At the beginning of the activity time of the 

network, when no routing information is available, and 

tables are empty, nodes use broadcast messages to 

discover routes. The details of our algorithm are as 

follows: 

1) Each vehicle is considered a node of the network 

with two independent states; F and D, where state, F 

indicates that the node has a packet for forwarding and 

state D shows that the packet is delivered to one of the 

neighbors. Our RL task here is episodic. Each episode 

in each node is started when a packet is available to be 

forwarded (or to be sent). Every episode is started at 

state F. The episode will be finished when the packet 

is sent. Both F and D are final states. F is the final state 

of an episode if, in that episode, the packet was not 

delivered successfully and D is the final state of the 

episode when the packet was successfully delivered to 

the selected neighbor (see figure 7). 

 

 

 

 

 

 

Figure 7.  RRPV MDP with two states. 

2) A set of actions is assumed for each node ni as 

Ai= {a1, a2 , … am} in which aj indicates a transmission 

from the current node ni to the neighbor node nj and m 

is the number of neighbors of a node. Each node uses 

periodic hello messages to form this set. 

3) There are two state transitions for each node ni: 

1) F=>D that determines a successful packet delivery 

to a neighbor nj and 2) F=>F that indicates failure of 

this delivery. The probabilities of these transitions are 

shown by P(D|F,aj) and P(F|F,aj), respectively, 

 where aj shows the action of choosing nj by ni as 

the next hop of the packet. The values of these state 

transition probabilities are determined according to the 

result of fuzzy inference (the value of Z(i,j) that was 

calculated in the previous Section) as follows: 

P(D|F,aj)=Z(i,j) and P(F|F,aj)=1-Z(i,j)       (7) 

4) Each node ni  uses estimated v-values of its 

neighbors when calculating the action-value function 

Q(s,a). Neighbors are informed about the changes of v-

values via piggybacked advertisements in data packets. 

This way, a node can acquire a local cache about its 

neighbors. The cache contains a table of q-values for 

each action (selecting a neighbor node nj towards 

destination dest) and also the last advertised v-value 

from node nj  for successful transmission to that 

destination. The names and contents of each field of 

this table are shown in Table 2. The entry Vj,dest in the 

table, indicates v-value received from a neighbor node 

nj for destination dest. Qdest(s,aj) shows the computed 

action-value function in ni by selecting node nj as the 

next step of packets towards the destination dest. By 

receiving each packet in node ni, it evaluates all links 

between itself and neighbors by using the model 

described in section 5.2. Then it calculates (or updates) 

the Qdest(s,aj) values of the table, and finally, it selects 

one of the neighbors based on its policy.  The value of 

Vj,dest is also updated periodically by receiving a new 

advertisement over time. 

TABLE II.  ROUTING TABLE CONTENTS 

Field name Field Content 

row The id of neighbor node nj 

dest destination node ndest is reached from 

current node ni via neighbor node nrow 

Vj,dest Estimated route cost from node nrow to 

destination node ndest 

Qdest(s,aj) 
Action-value function for current node ni 

for selecting neighbor nrow as the next hop 

toward the destination node ndest 

 

5) Each node ni has a specified policy πi, during 

which the probability of selecting each of the neighbors 

as the next hop in reaching the destinations is 

determined. To form this policy, we have used 

Boltzmann distribution, as a common softmax method, 

over q-values: 

P(F,aj)=

( )

( ) ,
),(

),(


−

−

j

j

j

a

aFQdest

aFQdest

e

e





ij Aa 
 

      (8) 

We have chosen softmax for selection because, in a 

highly dynamic environment, the selected strategy 

should be able to make a proper balance between 

exploitation and exploration. The soft-max rule is one 

way to control the relative levels of exploration and 

exploitation. The factor , which is named 

temperature value, sets the required balance between 

them. A value of low temperature ( )0→  will 

propel the process of action selection towards a greedy 

exploitive scheme. As the value of the   is increased, 

the chance of finding a more optimal path is also 

increased (exploration scheme). Generally, when the 

network is highly dynamic, and the opportunity of 

finding a stable path is low, the temperature value 

should be set with higher values.  

6) In an MDP, each agent will receive a reward 

from its environment by doing an action. We consider 

two parameters for the reward model. First, the quality 

of the link between node ni and the selected next-hop 

(e.g. nj), and second, the distance between node ni and 

nj. As a result, the immediate reward of doing action aj 

by node ni can be stated as equation (9): 

Ri,j= αZ(i,j) + βW(i,j)       (9) 

Where, α and β are normalization factors and W(i,j) 

is a distance factor that is normalized and determined 

as follows: 

W(i,j)= ),(*
1

jiT
L









     

(10) 

fail 

D 
deliver 

F 
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Where, T(i,j) indicates the Euclidean distance 

between the node ni and ni and L is the largest possible 

distance between two neighbors. 

7) Given state F at node ni, the q-values will be 

updated based on a distributed model according to a 

reinforcement learning algorithm[23]: 

( )
( ) ( )11},,{,),|(*),|(

)(),|(*),|(),( ,

ijjj

destjjjjdest

AaDFsaFsRaFFP

DVaFsRaFDPaFQ



++=
        

Where, Vj,dest is the v-value of node nj and R(s’|F,aj) 

is the immediate reward obtained by doing action aj in 

state F and is computed as: 

𝑅(𝑠′|𝐹, 𝑎𝑗) = {
𝑅𝑖,𝑗     𝑖𝑓  𝑠′ = 𝐷

−1              𝑒𝑙𝑠𝑒
              (12) 

Where Ri,j  is derived from Equation(9) 

Then, each node will calculate the v-value, Vi, using 

Bellman Equation[42] as follow: 

Vi,dest(D)=  
ij Aa

jdest aFQ


),(max

 

(13) 

8) The v-values calculated by equation (12), are 

advertised in the network through piggybacking in data 

packets. It should be mentioned that in equation (10), 

we do not discount the acquired reward in the future. 

9) The routing table is updated periodically, and the 

routes that are not used for a specific, are gradually 

degraded, and finally removed from the table. Each 

node periodically updates the value of v-value received 

from neighbor node nj, (Vj),for a destination as follows: 

Vj,dest=Vj,dest*γte (14) 

Where, the value of te is the elapsed time of the last 

received advertisement from neighbor node nj and γ is 

a number between 0 and 1 which determines the 

degradation rate. 

The used algorithm by each node ni for routing is 

presented in Algorithm 1: 

F. Sample scenario 

As an example of the ability of the proposed 

protocol in adapting to a dynamic environment, 

consider the scenario depicted in figure 8(a) and figure 

8(b) in which Vehs is sending data to Vehd through 

Veh3. As explained before, Vehs uses fuzzy system for 

evaluating the links between itself and neighbors. Also 

it calculates q-values for each action (choosing a 

neighbor for forwarding), before sending any data. 

Now it may be the case that Vehs discovers the link 

(Vehs-Veh3) is becoming weak for some reasons (e.g. 

obstacles, Veh2 is getting away from Vehs, and etc.) and 

at the moment it may become informed about existing 

a new path toward Vehd  through Veh2 by receiving v-

value (V2,d) from Veh2. Then Vehs may change its path 

toward Vehd by calculating q-value(Qd(F,veh2)), 

applying equation  

 
Algorithm 1: the model-based reinforcement learning 

algorithm at node ni 

 

1: production of transition model: 

       Evaluate the links between neighbors; 

       Apply fuzzy logic system developed at section 5; 

       Evaluate the values of z(i,j) as transition model; 

2: Forming the policy πi for selecting next hop toward 

   destination: 

       double R[ ],temp=0; 

       for( each row j  in routing table) 

           If( dest==P.dest ) 

           { 

              Compute P(F,aj) using  equation(8); 

              Rj=temp+ P(F,aj); 

             temp=temp+ P(F,aj); 

           } 

3: Randomly select an action aj according to the 

    probability distribution: 

       Generate a random number 0≤ Ԑ ≤1; 

       for( each Rj) 

          If( Rj-1<Ԑ <Rj)  

         { 

             deliver packet P to nj; 

         } 

4: Calculate 𝑅(𝑠′|𝐹, 𝑎𝑗) as the immediate reward 

       using equation(12) 

  

5: Updating the q-values and v-values 

For each state S of node ni  and 
ij Aa  , update      

q-value Q(S,aj) using equation(11); 

Compute or update v-value for the destination               

node ndest using equation(13); 

       Advertise v-value;  

 

 
(a)Vehs is sending data via Veh3 

 
(b)Vehs changes its sending data path 

Figure 8.  A sample scenario of proposed routing protocol 

adaptability. 

 

(8), then, selecting Veh2 as the next step. This way, Vehs 

can prevent disturbance in sending data toward Vehd 

and retransmission requirements. Thus, in this scenario 
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we can see that the proposed protocol can adapt itself 

to dynamic changes by applying a dynamic model 

(fuzzy system) and learning new events (the 

emergence of a new path). 

VI. PERFORMANCE EVALUATION 

To evaluate the proposed protocol, we have 

implemented it in Omnet++5.0[43]. We have also used 

Sumo[44] for generating an actual simulated 

movement model. The map of a part of Tehran is 

simulated in Sumo for movements of vehicles with 

actual traffic rules (traffic lights and signs). The 

velocity of vehicles is set between 0 to 80
h

km . At 

each simulation run, the source and the destination of 

messages are selected randomly, and the number of 

source/destination pairs is assumed to be between ten 

and fifteen. The simulation duration is 450s. A 10-

15MB file is generated to be sent from a source to a 

destination. This file can be a video of an event in the 

city that should be distributed between drivers. A brief 

of simulation parameters is given in Table 3.  

TABLE III.  SIMULATION PARAMETERS 

Parameter Value 

Simulation Area 2.5km*2km 

Mobility model TraciMobility 

Mac Layer IEEE 8011p 

Simulation Duration 450s 

Size of Messages 5-10 MB 

Communication Range 450m 

Number of Runs 20 

Data Rate 2Mb/s 

Learning Parameters  =3, γ=0.3, α=β=0.5 

 

A snapshot of the simulation area in Omnet++ is 

also deposited in figure 9. Simulation is conducted in 

two parts. In section 6.1, we have compared the 

proposed model-based RL algorithm with a model-free  

RL, and in section 6.2, the proposed RRPV is 

compared with other protocols namely Geographic 

Source Routing (GSR)[45], Q-learning Grid based 

Routing (QGrid)[33], and Q-learning AODV 

(QLAODV)[46]. Reported results are the average of 20 

runs for each simulation. It is assumed that a 

destination is reachable via multi-hop routing. 

Whenever the density of the network becomes very 

low and nodes can’t find a neighbor for forwarding 

packets, the store-carry-forward  mechanism is used in 

which packets are carried until a node is found or the 

timer of carrying is expired. We have utilized the 

following metrics for comparison:  

• Average of Packet Delivery Ratio (PDR): 

This metric shows the average proportion of the 

number of packets that are successfully received in the 

destination to the number of packets sent from the 

source. 

 

Figure 9.  A snapshot of simulation area in Omnet++. 

• Average transmission delay: This metric 

indicates the average duration from when a packet is 

generated at the source until it is delivered to the 

destination. 

• Message overhead: This metric expresses the 

average number of control packets needed for routing 

and delivering a message from the source to the 

destination 

. 

A. Model-Based VS Model-Free 

In this section, we have investigated the effect of 

using our model-based RL algorithm vs. a model-free 

RL scheme like Q-learning[35]. In the following 

charts, the comparison is between our model-based RL 

algorithm, a model-free, and the optimal mode that is 

obtained by value-iteration[40] scheme.  As mentioned 

before, high dynamicity is a key feature of VANET, 

thus having a dynamic model which continually 

evaluates links, can strongly improve the performance 

of the routing algorithm. As it was depicted in figure 

10 and figure 11, applying the model-based RL could 

improve PDR and Delay metric, and its operation is 

also closer to optimal mode. At first, when no routing 

information is available (i.e. Q-table is empty), both 

approaches have the same performance, but as time 

goes, and v-values are updated in routing tables, the 

model-based approach works significantly better,  

and find more suitable paths, which lead to a higher 

PDR. In terms of transmission delay, since both 

approaches use broadcasting for path discovery at the 

beginning, the transmission delay is substantially high. 

However, as time elapses and routing information is 

formed in tables, transmission delay decreases in both 

methods. As it can be seen in figure 10, the rate of 

decrease in the model-based approach is much higher 

than that of the model-free one because the model-

based approach can find more stable paths, and as a 

result, it experiences much lower link breakage in 

paths. 

We have also investigated the capability of the two 

approaches in dealing with network dynamicity. To 

this end, we have increased the velocity of vehicles 

within the range [10, 80] Km/h. As it is depicted in 

figure 12 and figure 13, increasing the velocity of  
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Figure 10.  Packet delivery ratio. 

 

Figure 11.  Transmission delay. 

 

 

Figure 12.  Packet delivery ratio. 
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Figure 13.  Transmission delay. 

vehicles seriously degrades the performance of both 

model-based and model-free approaches in terms of  

packet delivery ratio and transmission delay. However, 

the model-based approach can better adapt itself to 

such highly dynamic environments, and its 

performance is less affected in comparison to the 

model-free approach. This is also due to the fact that 

the model-based approach is able to find more stable 

paths than the model-free approach. 

B. Comparision between PRPV and Other 

Protocols 

Here we have compared the performance of the 

proposed protocol with the following protocols: 

QGrid[33]:  A hierarchical routing protocol that 

divides the geographic area of the vehicle into grids 

and then it applies Q-learning to find optimal gird and 

vehicle toward the destination. 

QLAODV[46]: A distributed reinforcement learning 

routing protocol that works over existing AODV. It 

uses a Q-learning algorithm to infer network state 

information and uses a unicast control packet to check 

the path availability in a real time manner. 

GSR[45]:  A position-based routing protocol that uses 

a reactive location service to learn the position of 

source and destination. It also uses topological 

knowledge to compute a sequence of junctions that the 

packet has to traverse. 

To this end, we have conducted two experiments; at the 

first experiment, we have compared the performance 

of the RRPV by changing network density. The second 

experiment is devoted to the evaluation of the effect of 

the velocity of the node on the performance of the 

proposed routing protocol. 

 

1) Impact of density 

In this experiment, we have investigated the impact 

of the network density on the performance of the 

proposed algorithm. To this end, we have increased the 

number of vehicles from 100 to 500. As shown in 

figure 14, by increasing the network density, the value 

of PDR is significantly improved. We can see that as 

the network density increases, the performance of the 

proposed RRPV also increases in comparison to GSR, 

QGrid, and QLAODV protocols. This is due to the fact 

that increasing the number of vehicles will result in 

more possible links between nodes, and consequently, 

each node has more chances to learn about stable links. 

Figure 15 shows the overhead of routing protocols in 

comparison to each other. As we can see, the value of 

this metric increases as the density increases. This is 

quite natural because increasing the number of nodes 

results in issuing more routing control messages. As it 

is illustrated in this figure, the RRPV has a lower 

overhead in comparison to other protocols. This could 

be due to the following three reasons: 1) most of the 

time, RREP(route reply) and RREQ(route request) 

messages, as the main sources of overhead, are 

released in the early stages of the network. The number 

of these messages can be reduced by forming routing 

Tables. 2) In RRPV, control packets are piggybacked 

within data packets. 3)The proposed protocol has the 

capability of learning the dynamics of the network and 

using more stable links in forming a path between the 

source and the destination. So, the need for rerouting 

due to the breakage of formed paths will be 

substantially decreased in RRPV. 

Figure 16 shows the average transmission delay for 

each of the experimented protocols. Since in RRPV, 

routing tables are always updated by getting 

advertisements, each node has the chance to form more 

suitable paths towards the destination, and thus, 

packets are delivered in shorter time frames. However, 

by decreasing network density, this chance decreases, 

and the average of the delay increases. This is due to 

the usage of the store-carry-forward scheme in RRPV, 

which ensures a higher packet delivery ratio at the 

expense of higher delays.  

 

2) Impact of velocity 

Velocity is one of the most influencing factors on the 

performance of routing protocols in VANET. In this 

section, we have investigated the impact of velocity by 

changing the maximum velocity of each vehicle within 

the range [10, 80] Km/h. As shown in figure 17, as 

velocity increases, the PDR decreases,  
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Figure 14.  Packet delivery ratio. 

 

Figure 15.  Control overhead ratio. 

 

Figure 16.  Transmission delay. 
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because increasing the velocity of each vehicle can 

lead to the higher dynamic behavior of the network, 

and consequently a higher number of links in a path are 

exposed to interruption. In this situation, it is more 

important to consider the stability factor of links when 

choosing neighbors. 

As it can be seen in figure 17, when the velocities of 

nodes are low (lower dynamic), the difference between 

the PDR obtained from RRPV and the two other 

protocols is negligible. However, as the velocities 

(higher dynamic) of vehicles increase, this difference 

becomes more considerable. This can be explained 

regarding the adaptability of the proposed protocol. 

The ability of each node in learning via receiving 

feedback from neighbors (in the form of v-values) 

helps it in choosing better links, and consequently 

more stable paths. 

Figure 18 depicts the impact of vehicles velocity on 

the packet delay. It is seen that the proposed protocol 

improves this metric significantly over GSR, QGrid, 

and QLAODV. One of the main reasons for the 

increased delay in VANET is the successive breakage 

of links in a path which will be followed by several 

retransmissions. This event is severely influenced by 

the velocity because as the velocity of a node increases, 

the probability of link breakage is also increased. 

According to the creating more stable paths by 

RRPV, we can see that delay increment in high 

velocity occurs with a gentler slope in RRPV compared 

to the two other protocols. On the other hand, by 

considering the update scheme which is applied in 

RRPV, most of the time, the routing table has updated 

routes; thus, different senders can profit from pre-

constructed routes, which substantially reduces the 

delay time of routing and rerouting.  

As shown in figure 19, all protocols are influenced 

by great changes and dynamics of the network in terms 

of the control message overhead. However, we can see 

that RRPV has the minimum overhead in comparison 

to the other two protocols. 

One of the main reasons for the increase in the 

number of control messages is the requirement of 

maintaining routes and frequent rerouting. In RRPV, 

by applying a learning technique and using an 

adaptable scheme in routing, we can reduce this 

requirement and consequently its overhead.  

 

VII. CONCLUSION 

In this paper, we have proposed a new protocol for 

routing in Vehicular Ad hoc Network (VANET). Our 

main idea was applying Multi-Agent Reinforcement 

Learning (MARL) scheme in such a way that nodes 

can adapt their routing decisions to their environment. 

We have used model-based Reinforcement learning 

that is effective for a highly dynamic system. For 

creating the required state transition model in Multi 

Agent Reinforcement Learning (MARL), we have 

used a Fuzzy Logic (FL) system which operates based 

on different parameters of the links between nodes and 

their neighbors. The feedback received from an 

environment is a key component in reinforcement 

learning; thus, we have used both positive and negative 

ones. We have performed extensive simulations to 

evaluate the performance of the proposed protocol and 

compared it with other protocols, namely Geographic 

Source Routing (GSR), Greedy Traffic-Aware Routing 

(QGrid), and Q-learning AODV(QLAODV). We have 

considered two effective parameters of a network for 

evaluating the performance of the proposed protocol: 

velocity and density. The obtained results have shown 

a considerable improvement in routing metrics, 

including packet delivery ratio, delay, and overhead. 

Improvements are resulted from more stable paths, 

especially when changes and dynamics of the network 

topology are significantly great. 

 

 

 

Figure 17.  Packet delivery ratio. 
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Figure 18.  Transmission delay. 

 

Figure 19.  Control overhead ratio. 
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