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Abstract—Sentiment analysis is considered as one of the most essential tasks in the field of natural language processing 

and cognitive science. In order to enhance the performance of sentiment analysis techniques, it is necessary to not only 

classify the sentences based on their sentimental labels but also to extract the informative words that contribute to the 

classification decision. In this regard, deep neural networks based on the attention mechanism have achieved 

considerable progress in recent years. However, there is still a limited number of studies on attention mechanisms for 

text classification and especially sentiment analysis. To fill this lacuna, a Convolution Neural Network (CNN) integrated 

with attention layer is presented in this paper that is able to extract informative words and assign them higher weights 

based on the context. In the attention layer, the proposed model employs a context vector and tries to measure the 

importance of a word as the similarity between the context vector and word vector. Then, by integrating the new vectors 

obtained from the attention layer into sentence vectors, the new generated vectors are used for classification. In order 

to verify the performance of the proposed model, various experiments were conducted on the Stanford datasets. Based 

on the results of the experiments, the proposed model not only significantly outperforms other existing studies but also 

is able to consider the context to extract the informative words which can be considered as a value in analysis and 

application. 

Keywords-Natural language processing, Sentiment analysis, Deep Learning, Convolutional neural network, Attention 

mechanism 

 

I. INTRODUCTION 

During the past few years, a large number of texts 

containing people's opinions, sentiments, attitudes, 
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emotions, and  cognition have been rapidly produced 

due to the explosive growth of social media. 

Considering the fact that collecting and analyzing such 

a large amount of unstructured data is not possible, it 
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has been tried to provide an efficient method to collect 

and process them automatically. The automatic process 

of text analysis and computational linguistics with the 

aim of extracting subjective information existing in the 

text is known as sentiment analysis [1, 2]. Sentiment 

analysis is considered as one of the most active research 

areas in the field of natural language processing and 

cognitive science which tries to classify a piece of text 

containing opinions based on its polarity and determine 

whether an expressed opinion about a specific topic, 

event or product is positive or negative [3, 4]. 

Since about a decade ago, many studies have been 

carried out to investigate the effects of traditional 

classification models, such as Support Vector Machine 

(SVM), Naïve Bayes, Logistic Regression, etc. in the 

task of sentiment analysis [5, 6]. Although machine 

learning models have achieved great success in this 

filed, they are still confronted with some limitations, 

notably manual feature engineering requirements  [7, 

8]. In other words, the classification performance of 

machine learning models is highly dependent on the 

extracted features and they play an important role in 

obtaining higher classification accuracy [9]. To deal 

with these problems, deep learning models have been 

extensively employed as an alternative to traditional 

machine learning models and have achieved impressive 

results [10]. Deep learning consists of artificial neural 

networks that are modeled on similar networks that are 

present in the human brains and it can be claimed that 

the connection of deep learning and the human brain is 

far from clear now.  In fact, deep learning allows 

computational models that are composed of multiple 

processing layers to learn representations of data with 

multiple levels of abstraction [11, 12]. Therefore, these 

models can automatically extract features and yield 

higher performance and accuracy. Deep learning 

contains various networks such as Convolutional 

Neural Network (CNN) [13], Recursive and Recurrent 

Neural Network (RNN) [14], and Deep Belief Network 

(DBN) [15] that presented surprisingly effective 

performances in vector representation, sentence and 

topic modeling, machine translation, and especially 

sentiment analysis [2, 16].  

Despite the fact that deep learning models have been 

quite effective in the field of sentiment analysis, they 

still suffer from over-abstraction problems [17, 18]. It 

means that these models can only clarify the polarity of 

the documents and are not able to provide a depth 

understanding of the text such as identifying the main 

word that contributes to the polarity classification or 

finding opposite word or phrases to the overall 

sentiment of the document like negative words in the 

positive document or positive words in the negative 

document. In fact, they cannot consider that all words 

in a sentence are not equally important and some words 

have more impact on specifying the whole meaning of 

a document.  

Considering the fact that deep learning models, 

unlike human brains, cannot pay more attention to the 

salient part of a text which results in a reduction in their 

effectiveness, a new direction of deep learning models 

has recently emerged that tries to simulate the attention 

mechanism found in human brains. Attention 

mechanism tries to focus on the more important part of 

a text (as the human brain while reading) and neglects 

the less important parts. In other words, the attention 

mechanism helps deep learning models to specify 

salient words and phrases and capture basic insight 

about documents. Attention mechanism, based on its 

achievement, has attracted many researchers in the field 

of computer vision and image recognition [19] and also 

has made its way to natural language processing in 

recent years and it has been used in various applications 

including machine translation [20, 21], image 

captioning [22], document classification [23, 24] and 

many more. 

 Following a similar line of research, we decided to 

employ the attention mechanism in the field of 

sentiment analysis. Convolutional neural networks are 

one of those prominent models that are commonly used 

for the task of sentiment analysis and have achieved 

significant results [25]. However, besides their 

remarkable results, they are still confronted with some 

limitations. Generally, they consider that all words in a 

sentence have equal contributions in the sentence 

meaning representation and are not able to extract 

informative words.  To fill this lacuna, we decided to 

integrate the convolutional neural network and 

attention mechanism to present a powerful model for 

sentiment analysis of texts. The intuition behind our 

model is that all words in a sentence are not equally 

important and our model can identify the most 

informative words and phrases of sentences using 

attention layer by considering the context when phrase-

word level sentiment labels are not available. Based on 

the proposed model, words with higher attention weight 

contain more valuable information. The main 

contribution of this paper is summarized as follows: 

Convolutional neural network is integrated with 

hierarchical attention layer to focus on salient words 

and phrases in the text for the task of sentiment analysis.  

The key difference of the proposed model compared 

to previous studies refer to its ability in considering the 

context and word interactions to measure the 

importance of a word in a sentence. Therefore, the 

proposed model is able to provide insight into which 

words carry more valuable information and contribute 

to the classification decision considering the context.  

An extensive set of experiments were conducted in 

this paper to demonstrate the performance of the 

proposed model and based on the empirical results the 

proposed model not only obtained superior efficiency 

compared to traditional deep neural networks but also 

has a better performance compared to models that 

utilized attention mechanism. 

The rest of the paper is organized as follows. 

Related studies are briefly described in Section II. 

Details of the proposed model are completely explained 

in Section III. Datasets, model configuration, training, 

and experimental results are described in Section IV. 

Conclusions and directions for future research are 

indicated in Section V.  

II. RELATED WORK 

There is no doubt that in recent years deep learning 

has made a revolution in researches in the field of 
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natural language processing and yielded to amazing 

technological advances in various tasks, such as 

machine translation, language modeling, text 

classification, document summarization, and so on[26]. 

In this regard, sentiment analysis, as one of the 

important aspects of natural language processing, has 

also a dramatic improvement using various deep 

learning models[2, 8]. 

Convolutional neural network is one of the most 

studied deep learning models in the field of sentiment 

analysis. Kim et al. [13] conducted a series of 

experiments based on one layer convolutional neural 

network for this aim. They trained their models on pre-

trained vectors derived from the Word2Vec embedding 

model. They also employed multi-channel 

representation and various filer sizes and achieved 

comparable results.  Against modeling sentences at the 

word level, Zhang et al. [27] presented a character level 

CNN for text classification that showed significant 

enhancement in classification accuracy. Moreover, 

Kalchbrenner et al.[28] proposed a dynamic CNN that 

utilized dynamic k-max pooling. While their model was 

able to handle input sentences of variable lengths, it 

could efficiently capture short and long-term 

dependencies. Yin and Schutze [29] presented a 

multichannel variable size CNN that employed 

combinations of various word embedding techniques as 

input as well as using variable-size convolutional filters 

for extracting features. In spite of the fact that CNNs 

have achieved significant results in the field of 

sentiment analysis, they are still confronting with some 

limitations. In fact, they cannot consider long distances 

sequential information which can have a great effect on 

the performance which is enhanced by increasing the 

length of the sentences [30, 31]. 

Recurrent neural network is another deep learning 

model that takes sequential data into consideration.  Tai 

et al. [32] employed Long Short Term Memory 

(LSTM) network integrated with some complex units 

for sentiment analysis. They also conducted more 

experiments on two layers bidirectional LSTM and 

achieved significant results. Following a similar line of 

research, Kuta et al.[33] proposed tree structure gated 

recurrent neural network which was inspired by tree 

structure LSTM and adaptation of Gated Recurrent Unit 

(GRU) to recursive model. Moreover, Kumar et al.[34] 

proposed a dynamic memory network that processed 

input sentences and generated relevant classification 

where LSTM was used for encoding and decoding.    

Besides these networks, a semi-supervised model 

known as the Recursive neural network has been also 

employed for the task of sentiment analysis which uses 

continuous word vectors as input and hierarchical 

structure. In this regard, Socher et al. [14] introduced a 

model, known as MV-RNN, that employed both matrix 

and vector with the aim of representing words and 

phrases in the tree structure. Although this model 

achieved considerable results compared to previous 

studies, it required a large number of parameters for 

training that were greatly dependent on the vocabulary 

size. To overcome this issue,  Recursive Neural Tensor 

Network (RNTN) was proposed by Socher et al. [35] 

where the tensor-based compositional matrix was used 

instead of matrix representation for all nodes in the tree 

structure. 

 It must be noted that although deep learning models 

have achieved considerable results in the field of 

sentiment analysis, they consider all words in the 

sentences equally and are not able to focus on salient 

parts of the text [23]. To fill this lacuna, the attention 

mechanism has been recently adopted in many tasks of 

natural language processing, especially sentiment 

analysis due to its strength in providing an effective 

interpretation of the text. However, it must be taken into 

consideration that despite promising results of applying 

attention mechanism on deep neural networks, only a 

few studies have been conducted in the field of 

sentiment analysis that employed attention mechanism 

on deep neural network owing to the unavailability of 

word-level sentiment labels [17, 18]. 

To this end, Yang et al. [23] modified the RNN by 

adding weight that played attention role for the aim of 

text classification. Wang et al. [36] also proposed an 

attention-based LSTM network that could focus on 

various parts of the sentences. Following a similar line 

of research, Du et al.[37] conducted a series of 

experiments to prove that CNN is a suitable model for 

extracting attention from the text and proposed a model 

based on the combination of RNN and CNN based 

attention networks. In fact, they combined the recurrent 

neural network as a text encoder with a convolutional 

neural network as the attention extractor to extract 

attention from text sequences. Moreover, Gao et al. [38] 

used scaled dot product attention which is a type of self-

attention for the task of text classification to focus on 

words having more impact in classification.  

Shin et al. [39] also used attention vectors for 

capturing global features of sentences aiming to focus 

of salient part of the text.  Based on their proposed 

method, the attention weighs of sing word and multiple 

words are both considered. In addition, Wang et al. [40] 

also examined two other attention mechanisms where 

LSTM and attentive pooling were used to compute the 

attention weight.  Kokkino et al. [41] also proposed a 

tree structure attention network for sentiment 

classification which was based on the development of 

recursive models. In the following, Zhang et al. [42] 

also proposed a method that used semantic embedding, 

sentiment embedding, and lexicon embedding for text 

encoding. In their method, they also used three different 

attention mechanism, known as attention vector, LSTM 

and attentive pooling that were integrated with 

convolutional neural network while hand-crafted 

features were also utilized as additional information.  

Inspired by the study of Du et al.[37], we decided to 

propose a novel CNN integrated with attention layer for 

the aim of sentiment analysis in this paper. Despite 

previous studies, the proposed model applies attention 

mechanism after the convolutional layer to extract 

informative words existing in the sentences by 

assigning a higher weight to them that leads to the 

creation of the new representation of word vectors. The 

key difference of the proposed model is that it uses 

context to discover if a sequence of words is relevant 

rather than only filtering them without considering the 

context. In fact, the intuition behind the proposed model 
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is that all words in a sentence are not equally relevant 

and for detecting the most relevant words, it is 

necessary to consider the interaction of words. It is also 

worth mentioning that although attention mechanism is 

a familiar subject that has been extensively employed 

in recent years, it is still in its new way of improvement, 

and conducting more studies in this field can be really 

imaginable 

III. METHODOLOGY 

The prominent downside of classical models is that 

they do not consider the fact that all words in a sentence 

are not semantically equal in determining the sentence 

meaning. In other words, identifying important words 

in sentences is generally context-dependence and the 

same words can have different importance in the 

various text. To overcome this issue, a convolutional 

neural network integrated with the hierarchical 

attention layer which is able to extract the words that 

are more significant to the meaning of the sentences is 

presented in this paper.  

The proposed attention mechanism has two 

distinctive characteristics. 1) It employs the hierarchical 

nature of text data. In fact, words are composed of 

letters, sentences are composed of words and 

paragraphs are composed of sentences, and so on. 

Therefore, there is a hierarchy among parts that 

constitute a document and the proposed model employs 

this hierarchical structure where the words are encoded 

in the first level and then by using them, output 

probabilities are predicted in the final layer that presents 

the polarity of the whole sentence. 2)  It has two levels 

which is first applied on word level and then combined 

to be applicable on the sentence level. In other words, 

word attention aligns words and weighs them based on 

how important are they in forming the meaning of a 

sentence. Therefore, the proposed attention mechanism 

can help to better understand the overall semantic 

structure of the document and classifies it. The 

proposed model consists of four layers and its diagram 

is depicted in Fig 1.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Firstly, by performing word embedding, word 

vectors of input sentences are extracted and then joined 

to form the initial input matrix for CNN.  Secondly, 

convolutional operations with various filter sizes are 

applied to the input matrix to extract feature maps. 

Thirdly, feature maps extracted from similar filter sizes 

are merged and fed to the attention layer. In the 

following, by extracting the informative words via 

assigning a higher weight to them using attention 

mechanism and aggregating their representations to the 

previous features extracted by convolutional layer, new 

sentence vector are formed. Finally, new vectors are fed 

to the pooling layer and its outputs are then used for 

classification. More detailed mathematical deduction 

about each layer is provided as follows. 

A. Feature representation layer 

The convolutional neural network requires a 

sentence matrix as an input where each row represents 

a word vector. If the dimensionality of word vector is 𝑑 

and the length of a given sentence is  𝑠 , the 

dimensionality of sentence matrix would be 𝑠 × 𝑑 

where padding is set to zero before the first word and 

after the last word in the sentence. Setting the padding 

to zero makes the number of times that each word is 

included in receptive filed during the convolution the 

same without considering the word position in the 

sentence. As a result, the sentence matrix is denoted 

by 𝐴 ∈ 𝓡𝑠×𝑑 . In this paper, various word embedding 

techniques including Random vectors, Word2vec[43], 

Glove[44], and FastText [45] were used in our 

experiments to constructs the input matrix. With the 

random vectors, the input vectors were initialized 

randomly and updated along the training process while 

for the other three methods, word embedding vectors 

were separately trained using the same corpus for 

sentiment analysis.  

B. Convolutional layer 

To produce new features, the convolutional 

operation must be applied to sentence matrix. 

According to the fact that the sequential structure of a 

sentence has an important effect in determining its 

meaning, it is sensible to choose filter width equal to the 

dimensionality of word vectors (𝑑). In this regard, only 

the height of filters(ℎ), known as region size, can be 

varied.  

Considering 𝐴 ∈ 𝓡𝑠×𝑑  as a sentence matrix, 

convolution filter 𝐻 ∈ 𝓡𝒉×𝒅 is applied on 𝐴 to produce 

its submatrix as new feature  𝐴[𝑖 ∶  𝑗] . As the 

convolution operation is applied repeatedly on the 

matrix 𝐴 , 𝑂 ∈ 𝓡𝑠−ℎ+1×𝑑  as the output sequence is 

generated (Eq. 1). 

𝑂𝑖 = 𝑤 ⋅  𝐴[𝑖: 𝑖 + ℎ − 1]                                   (1) 

Here 𝑖 = 1, … , 𝑠 − ℎ + 1 and ⋅ is the convolutional 

operator between the convolution filter and submatrix. 

Bias term 𝑏 ∈ 𝓡  and an activation function are also 

added to each 𝑂𝑖 . Finally, feature maps 𝐶 ∈ 𝓡𝒔−𝒉+𝟏 are 

generated (Eq.2).  

P(𝑦ȁ𝑋) 

 

Embedding Layer 

(Feature Representation)  

Attention  

Layer 

Pooling and 

Classification Layer 

 (Softmax) 

(𝑋1, 𝑋2, … , 𝑋𝑛) 

Convolutional  

Layers  

  

Figure 1. Diagram of the proposed method. 
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𝐶𝑖 = 𝑓(𝑂𝑖 + 𝑏)                                                        (2) 

C. Attention Layer 

Whereas it is believed that all words in a sentence do 

not contribute equally to represent the meaning of a 

sentence, there is a need for a mechanism to emphasize 

such words that have more impact on the meaning of 

the sentences considering the context and interaction of 

words. For this aim, we decided to apply an attention 

mechanism on feature maps extracted from the previous 

layer. The overall structure of the convolutional neural 

network integrated with the hierarchical attention layer 

is presented in Fig 2.   

To perform attention mechanism on the convolutional 

layer, feature maps extracted from the same filter size 

are aggregated and form a new matrix. Suppose that in 

the convolutional layer, 𝑀  different region sizes are 

considered and for each of them 𝑚 different filters are 

employed. Therefore, after applying  𝐻𝑖𝑗 ∈ 𝓡𝒉𝒊×𝒅 

filters on sentence matrix  𝐴  where 𝑖 =
1,2, … , 𝑀 and 𝑗 = 1,2, … , 𝑚, 𝑀 × 𝑚  feature maps are 

obtained. By concating feature maps extracted from the 

same filter size, a new sentence matrix 𝑋𝑖 ∈ 𝓡𝑛×𝑚 

(Eq.3) is obtained. Where 𝑛 is the number of words 

and each element of this matrix represents the feature 

extracted from the input using filters with the same 

size.  

𝑋𝑖 = [

𝑥1,1 … 𝑥1,𝑚

⋮ ⋱ ⋮
𝑥𝑛−𝑐𝑖+1,1 … 𝑥𝑛−𝑐𝑖+1,𝑚

]                        (3) 

The objective of the attention mechanism is to 

assign specific weight to each row for extracting 

informative parts of the sentence. For this aim, firstly, 

new word matrix 𝑋𝑖  is fed through a single layer 

perceptron using 𝑤 ∈ 𝓡𝒎×𝒅 and 𝑈𝑖 ∈ ℛ𝑛−ℎ𝑖+1 ×𝑑 as a 

hidden representation of 𝑋𝑖 is obtained (Eq.4). 

𝑈𝑖 = tanh( 𝑋𝑖𝑊 + 𝑏)                                           (4) 

In the following, the importance of each word is 

measured as the similarity of 𝑈𝑖 with a context vector  

𝑢 ∈ 𝓡𝑑×1  and to achieve the normalized importance 

weight  𝑎𝑖 ∈ 𝓡𝑛−ℎ𝑖+1×1 , Softmax function is used 

(Eq.5). Notably, the context vector 𝑢 can be considered 

as a high-level representation to specify informative 

words and it is like the mechanism that is used in the 

memory networks [34, 46].   

𝑎𝑖 = softmax(𝑈𝑖𝑢)                                             (5) 

Notably, 𝑢 is set to zero in the beginning to consider 

the same weight for various rows in the matrix of 𝑋𝑖 and 

it is learned along the training process. After that, 𝑋̅𝑖 (a 

new representation of  𝑋𝑖) is computed by multiplying 

each element of 𝑎𝑖  to its corresponding row in 

𝑋𝑖  matrix ( ₒ is element-wise product) (Eq.6).  

𝑋̅𝑖 = 𝑎𝑖  ₒ 𝑋𝑖                                                           (6) 

Generally, 𝑋̅𝑖  is a new representation of 𝑋𝑖  while 

the attention mechanism is applied to it in order to 

specify the informative words. The whole process of 

attention layer is schematically presented in Fig 3. As it 

can be clearly seen, after merging feature maps 

extracted from the same filter sizes, 𝑋𝑖  matrix is 

created. Then, by applying a single layer perceptron, a 

new  representation of 𝑋𝑖 known as 𝑈𝑖 is created. In the 

following, the normalized importance weight  𝑎𝑖 , 

indicating the importance of each word, is computed as 

the similarity between  𝑈𝑖  and the context vector 𝑢 

which is a hyper-parameter and is tuned during the 

training process. Finally, 𝑋̅𝑖  is a new representation of 

𝑋𝑖 which is achieved by multiplying each element of 𝑎𝑖 

to its corresponding row in 𝑋𝑖. Generally, applying the 

attention mechanism leads to extracting informative 

Figure 2. Structure of the convolutional neural network integrated with attention layer. 

 

𝑢 

This 

is 
not 

very 

good 

book 

Sentence matrix 

𝐴 ∈ 𝑅𝑛×𝑑 

𝑈𝑖 = 𝑡𝑎𝑛ℎ( 𝑋𝑖𝑊 + 𝑏) 𝑎𝑖 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑈𝑖𝑢) 

𝑋𝑖 𝑋𝑖
ഥ = 𝑎𝑖  𝑜 𝑋𝑖 
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words and assigning more weight to them which is 

schematically illustrated in Fig 3 by darker colors.  

D. Pooling and fully connected layer 

While various feature maps, according to different filter 

sizes, are generated, a pooling function is required to 

induce fixed size vectors. Various strategies, such as 

average pooling, minimum pooling, and maximum 

pooling can be used for this aim and the idea behind 

them is to capture the most important feature from each 

feature map as well as reducing dimensionality. After 

applying the pooling function, generated   features  are 

then concated into a feature vector  𝑜𝑖 . The feature 

vector is passed to a fully connected Softmax layer to 

specify the final classification. In other words, Softmax 

determines the probability distribution over all 

sentiment categories and is calculated as follows (Eq.7). 

𝑃𝑖 =
exp( 𝒐𝒊)

∑ exp( 𝒐𝒋)𝑐
𝑗=1

                                                      (7) 

To clarify the difference between the real sentiment 

distribution 𝑃𝑖̂(𝐶)  and the distribution achieved from 

the model 𝑃𝑖(𝐶), cross-entropy as the loss function is 

employed (Eq.8).   Where 𝑇 is the training set and  𝑉 is 

the sentiment categories.  

𝐿𝑜𝑠𝑠 = − ∑ ∑  𝑃𝑖̂(𝐶) log(𝑉
𝑖=1𝑠∈𝑇  𝑃𝑖(𝐶))                 (8) 

IV. EXPERIMNTS  

A. Dataset 

In order to have a comprehensive investigation of 

the effectiveness of the proposed method, Stanford 

datasets were used in the experiments of this paper. 

These datasets have been presented by the natural 

language processing laboratory of Stanford University 

and are known as the most important benchmark in this 

filed [35]. Considering the fact that most of the previous 

studies have conducted their experiments on these 

datasets, they have been also used in our experiment to 

provide us with this opportunity to be able to compare 

our proposed model with a wide range of existing 

models. Employed datasets are briefly explained as 

follows and their summary statistics after tokenization 

are presented in Table 1. 

- SST1: It is the extended version of MR [47] 

dataset that has train/dev/test splits and fine-

grained labels. Reviews in this dataset are 

categorized into five categories as negative, 

somewhat negative, neutral, somewhat positive, 

and positive [35]. 

- SST2: It is the modified version of SST1 that 

only includes binary labels (negative and 

positive) and neutral labels are eliminated [35]. 

It must be noted that SST1 and STT2 datasets are 

for sentence-level classification and Standard train/test 

sets of SST1, SST2 were used for conducting the 

experiments. 

TABLE I.  STATISTICS OF SST1 AND SST2 DATASETS. 

Dataset Class 
Vocabulary 

Size 

Average 

length 

Text 

Size 

Test 

size 

SST1 5 18K 18 11855 2210 

SST2 2 15K 19 9613 1821 

B. Baselines 

To illustrate the performance of the proposed method, 

it is compared with some baselines and state of the art 

models that are classified into 5 categories that are 

explained in details in the following. 

Category A contains some traditional machine learning 

algorithms that have been used for the aim of sentiment 

analysis. 

Category B contains models in the family of the 

convolutional neural network. 

Category C includes models in the group of recurrent 

neural networks that consider the sequential order. 

Figure 3. Schematic representation of the whole process of attention layer. 
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Category D contains recursive neural networks that 

utilize tree structure for classification. 

Category E contains neural networks that utilize 

various kinds of attention mechanisms.  

Category F contains the proposed model and its all 

variations. 

- CNN-Attention-Rand: Random initialized 

vectors are used as the input of the proposed 

model.  

- CNN-Attention-Static: Pre-trained word vectors 

achieved from Word2Vec are employed as the 

input of the proposed model. Notably, weights 

are not updated during the training process. 

- CNN-Attention-Non-Static: Pre-trained word 

vectors achieved from Word2Vec are employed 

as the input and are also updated during the 

training process. 

- CNN-Attention-2channels: Pre-trained word 

vectors achieved from Word2Vec and Random 

initialized vectors are combined and used as the 

input of the proposed model.  

- CNN-Attention-4channels: Pre-trained word 

vectors achieved from Word2Vec, Glove, and 

FastText are employed as the input along with 

the random initialized vectors that are updated 

during the training process. 

C. Model configuration and training 

Preprocessing is considered as one of the most 

important components of training. In this regard, firstly 

the documents were split into sentences and Stanford 

core NLP was applied for the aim of tokenization. 

Extracted tokens were then used to obtain word 

embedding vectors using unsupervised Word2Vec [43], 

FastText [45] and Glove [44] models. The dimension of 

word vectors was considered as 200 and window size 

was set to 3. Word vectors were updated based on a 

learning rate of 0.1. It must be noted that the skip-gram 

structure was utilized in Word2Vec [43] and FastText 

[45] models while Glove [44] used the unigram 

structure.   

ADADELTA update rule was employed for 

stochastic gradient descent with a learning rate of 0.01 

while mini-batch was 25.  In a convolutional neural 

network, filter size and number of filters were 

considered as hyperparameters. Their values for 

training the proposed model are presented in Table 2.  

TABLE II.  CONFIGURATION OF THE PROPOSED MODEL HYPER 

PARAMETERS. 

Hyperparameters Value 

Filter region size 3,4,5 

Number of filters 128 

Dropout rate 0.5 

Batch size 25 

Activation Function ReLU 

As it is illustrated, it is found that filter size (3,4,5) 

and 128 filters yielded better results. Furthermore, the 

convolutional layer was regularized with a dropout rate 

of 0.5. ReLU (Rectified Linear Unit), known as a 

commonly used activation function in CNNs, was also 

used in the experiments of this paper. 60 epochs were 

also used for training the model. 

D. Results  

1) Classification performance   

The results of the experiments over the introduced 

datasets are presented in Table 3 which contains 2 

sections. Categories A to E contain some of the best 

state of the art models in the field of sentiment analysis 

and category F contains variations of the proposed 

model. It must be mentioned that the accuracies of the 

models in categories A to E are taken from their original 

papers.  

As can be clearly seen, neural network-based 

models (Category B, C, D, and E) have better 

performance on average compared to traditional models 

that use machine learning techniques (Category A) 

which can obviously demonstrate the strength of deep 

learning models in this filed. Furthermore, among all 

neural network-based models (except Category F), 

DMN [34] and MVCNN [29] have the highest 

performances on SST1 and SST2 respectively. 

 Exploring the performance of the proposed model, 

it can be concluded that not only it has higher 

classification performance compared to models that 

used deep neural networks (categories B, C, and D) but 

also in presented superior efficiency in comparison to 

the existing models that adopted attention mechanism 

(category E).  Therefore, it can be stated that applying 

attention mechanism on CNN has significantly 

enhanced the classification performance that can be due 

to the ability of the proposed model in considering the 

context along with assigning attention weight to words.   

It is obvious that CNN-Attention-Rand has the 

lowest classification accuracy among all variations of 

the proposed model on both datasets while it used 

random initialized vectors as the input. Therefore, 

better performance of other variations can be also 

attributed to the employment of pre-trained vectors that 

can solve the semantic sparsity problem to some degree. 

Additionally, it is obvious that vector representation 

has a great effect on the performance of the proposed 

model. Moreover, considering the fact that CNN-

Attention-Static has the lowest classification accuracy 

besides CNN-Attention-Rand, it can be stated that 

updating word vectors during the training process can 

yield to obtain higher performance without considering 

if the word vectors were previously trained or not. 

Finally, CNN-Attention- 4channel has the highest 

classification accuracy as 92.34 % on SST2 dataset and 

CNN-Attention-2channel has the highest classification 

accuracy as 53.54 % on SST1 dataset. Overall, the 

higher classification performance of all variations of the 

proposed model can clearly demonstrate its superiority 

compared to other existing models for the task of 

sentiment analysis.  

2) Context-dependent attention weight analysis   

To have a broader view of the performance of the 

proposed model, more analysis has been carried out. In 

fact, the aim of applying the attention mechanism on 

CNN is to focus on more relevant words. Without  the 
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TABLE III.  RESULTS OF EXPERIMENTS ON SST1 AND SST2 DATASET. (CATEGORIES A TO E CONTAIN SOME OF THE BEST STATES OF THE 

ART MODELS AND CATEGORY F CONTAINS DIFFERENT VARIATIONS OF THE PROPOSED MODEL). 

Category Model 
Datasets 

SST1 SST2 

A 

NB[35] 

BiNB[35] 
SVM [31] 

WordVec-AVE [31] 

41 

41.9 
40.7 

32.7 

81.8 

83.1 
79.4 

80.1 

B 

CNN-1 layer [28] 
CNN-non static[13] 

CNN-multichannel[13] 

DCNN [28] 
MVCNN[29] 

37.4 
48 

47.4 

48.5 
49.6 

77.1 
87.2 

88.1 

86.8 
89.4* 

C 

LSTM[32] 

Bi-LSTM[32] 

Tree-LSTM[32] 

Tree-GRU[41] 

DMN [34] 

46.2 

49.1 

51.0 

50.5 

52.1* 

85.2 

87.5 

88.0 

88.6 

88.6 

D 

RecRNN[35] 

RNTN[35] 

MVRNN[14] 

43.2 

45.7 

44. 

82.4 

85.4 

82.9 

E 

Tree-GRU+ attention [41] 
Tree-BiGRU+attention[41] 

LSTM+RNN attention[36] 

CRAN-rand[37] 
CRAN-pretrain[37] 

CNN+LSTM attention[42] 

CNN+ Attentive Pooling [42] 
CNN+ Attention vector [42] 

51.0 
52.4 

48.0 

50.0 
48.1 

49.22 

49.58 
49.69 

89.0 
89.5 

86.1 

87.7 
86.9 

88.77 

88.81 
88.83 

F 

CNN-Attention-Rand 
CNN-Attention-Static 

CNN-Attention-Non-Static 

CNN-Attention- 2channel 
CNN-Attention- 4channel 

49.76 
50.06 

51.61 

53.54 

52.72 

88.61 
89.95 

90.64 

91.92 
92.34 

attention mechanism, CNN might also work well and 

assign a high and low weight to important and not 

important words respectively without considering the 

context.  While the importance of a particular word is  

highly dependent on the context, the goal of the 

proposed model is to capture context-dependence 

importance. 

As an example, consider the word good that may be 

used in a review with the lowest rating because of 

negation or due to the fact that the user was happy with 

only one aspect of a product. To clarify the performance 

of the proposed model in recognition of the importance 

of the word based on the context, the distribution of the 

attention weight of words good and bad from the test 

split of SST1 dataset is presented in Fig 4 (a, b).  

According to the distribution, the assigned attention 

weight is on a scale of 0 to 1. It is also obvious that the 

words good and bad do not have a uniform distribution 

that can prove the potential of the proposed method in 

capturing diverse context and assigning context-

dependent weight.  

In order to have a more comprehensive analysis, the 

distributions of words good and bad are plot according 

to the rating of reviews in Fig 5 (a)-(e) corresponding 

to the ratings 1 to 5 respectively. Notably, the first row 

is related to word good and the second one is related to 

the word bad. 

As can be clearly seen, in reviews with rating 1, the 

words good and bad have the lowest and highest weight 

 

 
 

Figure 4.  Aggregate distribution of attention weight of words 

good (a) and bad (b) on test split of SST1 dataset. 

 X-axis = attention score in the scale of 0 to 1. 

 Y-axis = attention weight of words good (a) and bad (b) from 

the test split of SST1. 

respectively. In the following, as the rating is enhanced, 

the weight distribution for the word good is  

increased while it is decreased for the word bad. It 

indicates that positive words such as good have a more  

important role in higher rating reviews while negative 

words such as bad have more effect in lower rating 

reviews.  

In other words, it can be stated that for the word 

good as the rating goes higher, the distribution also 

shifts higher. In contrast, the word bad has a higher 

distribution in poor ratings while it decreases for good 

ones. This indicates that the proposed model is able to  

capture the importance of words considering the 

context.
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Figure 5.  Stratified distribution of attention weight of words good (first row) and bad (second row) according to the ratings (1 to 5) of 
reviews which are presented in subfigures (a)-(e) respectively. 

 X-axis = attention score in the scale of 0 to 1. 

 Y-axis = attention weight of words good (first row) and bad (second row) from the test split of SST1 according to the ratings. 

(a) 

A quiet treasure, a film to be savored 

One of the most significant movie-going pleasure of the year. 

The film's performance is thrilling. 

I just loved every minute of this film. 

An escapist confection, that's pure entertainment. 

If your taste runs to difficult films, you absolutely can't miss it. 

  

(b) 

Ultimately feels ugly and unsatisfying like swallowing a communion wafer without the wine. 

Journalistically dubious, inept, and often lethally dull. 

The cumulative effect of the movie is repulsive and depressing. 

Poor editing, bad blue screen, and ultra-cheesy dialogue highlight the radical action. 

It's probably not easy to make such a worthless film. 

My reaction in a word: disappointment. 

 

Figure 6.  Examples of visualizing attention layer for sentences in SST2 dataset. Subfigure (a) represents sentences that are classified as 

positive and subfigure (b) represents sentences that are classified as negative. 

 

1) Visualization of attention layer  

For further analysis and to illustrate the potential of 

the proposed model in focusing on informative words 

in the sentences, the influence of the attention layer is 

schematically visualized in Fig 6 for several sentences 

of SST2 dataset where each line corresponds to a 

sentence and each of the subfigures (a) and (b) 

represents sentences that are categorized as positive and 

negative respectively. The words highlighted in green 

and red are also representing positive and negative 

informative words respectively that are highly scored 

using the proposed model and particularly context 

vector. It must also be taken into consideration the 

visualization is performed based on the results achieved 

from CNN-Attention-4channel due to its highest 

classification accuracy among all variations of the 

proposed model. 

It must be mentioned that for visualization, highly 

positive and negative sentences were selected and word 

weights were computed using context vector in 

attention layer. According to the used hierarchical 

structure, each word weigh is normalized using the 

sentence weight to ensure than only informative words 

in sentences according to the context are emphasized. 

To visualize, √𝑝𝑠 𝑝𝑤  is displayed where √𝑝𝑠 shows the 

important words in unimportant sentences to make sure 

that they are not completely invisible.  

As it can be clearly seen, the proposed model is able 

to successfully capture semantically positive and 

negative phrases and assign them more weight 

(highlighted with darker colors). Consequently, CNN-

Attention- 4channel can not only efficiently select the 

words carrying strong sentiments such as significant, 

thrilling and entertainment as positive words and ugly, 

unsatisfying and dull as negative words but also is able 
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to deal with complex cross sentences context like "It's 

probably not easy to make such worthless film". In this 

sentence, if a model only considers the words, it may 

categorize the sentence as a positive review as well as 

assigning higher weight to the word easy. However, the 

proposed model considers the context of the sentence 

and figures it out as a negative review by assigning a 

low weight to positive word easy. 

V. CONCLUSION  

In this paper, a new convolution neural network 

integrated with the attention mechanism for the aim of 

sentiment analysis is proposed. The key difference of 

the proposed model compared to previous studies refers 

to its ability in considering the context to extract the 

informative words. In this regard, feature maps with the 

same size that were extracted from the convolutional 

layer are merged and fed to a one layer perceptron to 

provide a hidden representation. Then, the attention 

mechanism is performed by measuring the importance 

as the similarity been the context vector and word 

vector. In the following, the sentence vectors are 

formed by aggregating informative word vectors 

obtained from attention layer into extracted feature 

maps that are then used for classification. 

Based on the results of experiments, employing 

attention mechanism over convolutional neural 

network serves two benefits.  In fact, not only the 

proposed model significantly outperforms all previous 

studies, particularly models that used attention 

mechanism, but also it is able to highlight informative 

words that effectively contribute to predicting the 

overall classification decision. Moreover, the influence 

of various word embedding techniques has been also 

explored in this paper and according to the empirical 

results, integrating various word embedding techniques 

for providing input matrix and updating them along the 

training process has also led to classification accuracy 

enhancement. 

Following a similar line of study, employing the 

proposed model in tasks, such as text generation, 

machine translation, and sequence-to-sequence 

learning as well as performing it on other textual 

datasets can be considered as a significant future 

research topic. Considering the effect of word semantic 

similarity and relatedness for measuring the importance 

of the word is also worth exploring.  
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