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Abstract—This paper proposed a scenario for using a CBIR (Content-Based Image Retrieval) system in tourism application. Several CBIR algorithms are studied and applied for the proposed scenario. An image database specialized for this application is made to be used for the study purpose. The performance of applied methods were evaluated and compared based on known measures. Among the studied CBIR methods, two algorithms perform better for this application.
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I. INTRODUCTION

In the last decade, image retrieval has become one of the most active research directions in multimedia information processing field because of the rapidly increasing requirements in many practical applications such as architectural management, museum management and education [1, 2]. Text annotation to all images manually is impractical because of large labelling cost and the subjective of human perception [3, 4]. In recent years, Content-Based Image Retrieval (CBIR), which is based on automatically extracted visual features, has attracted more and more attention. In a typical CBIR system, features related to visual content such as shape, color, and texture are initially extracted from a query image [5, 6]. Those of each target image in a database are already computed, and target images which are most similar to query image are retrieved. In CBIR extraction characterizing of good features is one of the most important tasks [4].

Color is one of the most widely used visual features in CBIR and is invariant to image size and orientation [7]. Colors are defined on a selected color space. Variety of color spaces is available. However, they often serve for different applications. Color histogram is a conventional color feature that is used in CBIR but it does not include any spatial information [8]. Texture is also a visual feature that refers to innate surface properties of an object and their relationship to the surrounding environment [7, 9]. The conventional texture features, used for CBIR, are co-occurrence matrix and edge histogram descriptor (EHD), which are the MPEG-7 standard texture descriptors [10, 11]. Shape features are important image features though they have not been widely used in CBIR as color and
texture features. Shape features have shown to be useful in many domain specific images such as man-made objects. The classic methods of describing shape features are moment invariants, Fourier transform coefficients, edge curvatures, and arc length [12].

The mobile phone industry is going to change phenomenally over the past few years with significant advances in areas of communications and multimedia. Currently, the state-of-the-art multimedia compliant handheld devices such as mobile phones, equipped with digital camera and wireless network connection, enable accessing to large amount of digital media [13, 14]. Moreover, such a powerful device enables new applications. In [15], a client-server content-based image retrieval framework for mobile platforms is developed, which provides the capability of content-based query and browsing from mobile devices. The proposed framework provides an adaptive user interface and a generic structure, which supports a wide range of mobile devices.

Regarding the proposed framework in [15], as a new application, we propose a scenario in which handheld devices and CBIR are used for tourism application. In the proposed scenario a CBIR algorithm is run by a server on a database of images taken from places or other subjects that may be interesting for tourists. Several images of each place or subject exist in the database while useful information is provided about the subject on the server. When a tourist faces an interesting subject, he or she can take an image of subject by a handheld device and send it to the server as query image of CBIR system. In the server, images similar to the query are retrieved and results are returned to the handheld device to be shown on a web browser. Then, the tourist can access the useful information about the subject by clicking on one of the right retrieved images.

In this research, a study was carried out on several CBIR methods, currently proposed by researchers. The methods employed color, texture, and edge features to characterize a query image. The methods were then compared based on their accuracy, running time, and suitability for our application. In this regard, a database was prepared including 1000 images taken from attractions of Zahedan city and University of Sistan and Baluchestan. The photographs were taken in different times of a day and from different angles and distances.

The rest of the paper is organized as follow. Section II introduces a brief overview and comprehensive survey on several recently published image retrieval methods. Experimental results of applying these CBIR methods to our database are shown in Section III and the paper is concluded in Section IV.

II. STUDIED METHODS

A. Color Layout Descriptor

The MPEG-7 color layout descriptor (CLD) is designed to represent the spatial distribution of the color features in an image [16]. During the CLD extraction process, it is assumed that the image consists of three color channels R, G, and B. The steps of CLD descriptor is demonstrated in Fig. 1 and Fig. 2.

The feature extraction process consists of two steps: first the input image is divided into 8×8 non-overlapping blocks and a representative color for each block is determined. Then, the representative color of 8×8 blocks are transformed to YCbCr color space to obtain a down-sampled version of the image. Average color of each block is computed and used as representative color for each block. The CLD is obtained by applying 2-D discrete cosine transform (DCT) on the obtained image. In the next step, a set of low level frequency DCT components of each YCbCr plane are selected using zigzag scanning and quantized to form a CLD [17, 18].

In this case, the CLD descriptor was formed by reading in zigzag order six coefficients from the Y-DCT matrix and three coefficients from each DCT matrix of the two chrominance components. The descriptor is saved as an array of 12 values (Fig. 2).

For matching two CLDs, \{DY, DCR, DCh\}, and \{DY', DCR', DCh'\}, the following distance measure is used [18]:

\[
D = \sum_{i} w_{yi}(DY_i - DY'_i)^2 + \sum_{i} w_{bi}(DCh_i - DCh'_i)^2 + \sum_{i} w_{ri}(DCr_i - DCr'_i)^2
\]

where (w_{yi}, w_{bi}, w_{ri}) represent the i-th DCT coefficients of the representative color components. The distances are weighted appropriately, with larger weights given to lower frequency components.

B. Edge Histogram Descriptor

The MPEG-7 edge histogram descriptor (EHD) is an efficient texture descriptor for images with textual
purchase and it can also work as a shape descriptor as long as the edge field contains the true object boundaries. The EHD method represents the distribution of 5 edge types in each local area called sub-image which are: vertical, horizontal, 45-degree diagonal, 135-degree diagonal, and non-edge (Fig. 2) [19, 20]. An example image is shown in Fig. 3. In this example the sub-images are defined by dividing the image into 16 non-overlapping blocks. To characterize the EHD, each sub-image serves a basic region to generate an edge histogram which consists of 5 bins with vertical, horizontal, 45-degree diagonal, 135-degree diagonal, and non-directional edge types. Thus, the histogram for each sub-image represents the relative frequency of occurrence types of edge in the corresponding sub-image [21,22]. For example, an image with 16 sub-images yields a local edge histogram with a total of 80 bins. By scanning sub-images according to the order shown in Fig 2, the semantics of the bins are defined as in Table I. These 80 normalized and quantized bins constitute the standardized EHD of MPEG-7.

To extract edge features, each sub-image or image-block is further divided into four sub-blocks (Fig. 5). Then, the luminance values of the four sub-blocks are used for the edge detection. The mean values of four sub-blocks are convolved with filter coefficients to obtain edge magnitude (Fig. 6). More specifically, the sub-blocks are labelled from 0 to 3 as shown in Fig. 5. For the \( k^{th} \) \((k=0, 1, 2, 3)\) sub-block of the \((i, j)^{th}\) image-block, the average grey level \( a_k(i, j) \) is calculated. The filter coefficients for vertical, horizontal, 45-degree diagonal, 135-degree diagonal, and non-directional edges are shown as \( f_v(k) \), \( f_h(k) \), \( f_{45}(k) \), \( f_{135}(k) \) and \( f_{nd}(k) \) respectively. Now the respective edge magnitudes \( m_v(i, j) \), \( m_h(i, j) \), \( m_{45}(i, j) \), \( m_{135}(i, j) \) and \( m_{nd}(i, j) \) for the \((i, j)^{th}\) image-block can be obtained as follows:

\[
m_v(i, j) = \sum_{k=0}^{3} a_k(i, j) \times f_v(k)
\]

\[
m_h(i, j) = \sum_{k=0}^{3} a_k(i, j) \times f_h(k)
\]

\[
m_{45}(i, j) = \sum_{k=0}^{3} a_k(i, j) \times f_{45}(k)
\]

\[
m_{135}(i, j) = \sum_{k=0}^{3} a_k(i, j) \times f_{135}(k)
\]

\[
m_{nd}(i, j) = \sum_{k=0}^{3} a_k(i, j) \times f_{nd}(k)
\]
\[
m_{d-135}(i,j) = \sum_{k=0}^{3} a_k(i,j) \times f_{d-135}(k)
\]

\[
m_{ad}(i,j) = \sum_{k=0}^{3} a_k(i,j) \times f_{ad}(k)
\]

\[
\max \{m_{n}(i,j), m_{s}(i,j), m_{d-135}(i,j), m_{d-45}(i,j), m_{d+135}(i,j), m_{ad}(i,j)\} > T_{\text{edge}}
\]

If the maximum value among 5 edges magnitude obtained from (2) to (6) is greater than a threshold (\(T_{\text{edge}}\), then the image-block is considered to have the corresponding edge (7). Otherwise, the image-block has no edge. In this paper, the \(T_{\text{edge}}\) was set at 11 according to the experiments.

C. Co-occurrence Matrix

Co-occurrence matrix is a texture analysis technique for CBIR. The co-occurrence matrix extracts texture information relevant to higher frequency components accurately [10]. Co-occurrence matrices of a binary image \(I\) for a certain \(\Delta x\) and \(\Delta y\) are obtained by the following equation:

\[
C_{\Delta x, \Delta y}(i,j) = \sum_{p=0}^{n} \sum_{q=0}^{m} [1, \text{if } t(p,q) = i \text{ and } t(p+\Delta x, q+\Delta y) = j]
\]

Co-occurrence matrices are computed on the binary image resulted from applying canny edge detector on the gray scale images. Using 12 pair of \((\Delta x, \Delta y)\), including \((0, 0), (-d, d), (d, 0)\) and \((-d, -d)\) where \(d=1, 2, 3\), will result 12 matrices with the size \(2x2\) and totally 48 real numbers [23].

D. Scale Color Descriptor

Scale Color Descriptor (SCD) is the major part of MPEG-7 visual standard consisting of color space, color quantization and histogram descriptors [18]. This would allow specification of color histogram with varying number of bins and non-uniform quantization of different color spaces. The SCD uses the HSV color space that is uniformly quantized into a total of 256 bins. This includes 16 levels in H, 4 levels in S and 4 levels in V. The histogram values are truncated into an 11-bit integer representation. Histograms of images with different sizes have different sizes as well. Therefore, different sized histograms can be compared using size conversion provided by Haar transform.

E. Dominant Color Descriptor

Dominant Color Descriptor (DCD) provides an effective, compact and intuitive representation of colors present in an image [7, 18]. In this method, image features are formed by a small number of representative colors. These colors are normally obtained using clustering and color quantization. The DCD in MPEG-7 is defined as:

\[
F = \{(c_i, p_i, v_i), i=1,2,...,N\}
\]

where \(N\) is the total number of dominant colors in an image while a region in an image can be presented by a maximum of eight dominant colors. \(c_i\) represents a 3-D dominant colors vector, and \(p_i\) is the percentage of each dominant color. The color variance \(v_i\) and \(s\), which are optional, show variation of the pixel color values in a corresponding representative color and the spatial coherency, respectively.

To extract DCD features of an image different algorithms such as GLA (Generalized Lloyd Algorithm) and FRCFE (Fixed Representative Colors Feature Extraction algorithm) have been used [24-26]. The GLA is the most extensively used algorithm while it has an expensive computation cost and long running time [23]. For the employed system in this paper, we used FRCFE that provides a better performance with less computational complexity in comparison with the GLA. In FRCFE, 38 perceptual colors are used to represent an image based on DCDs in RGB space [26]. Table II shows these colors selected from the RGB color space.

Table II. Perceptual colors to represent images based on dominant colors

<table>
<thead>
<tr>
<th>S/N</th>
<th>Red</th>
<th>Green</th>
<th>Blue</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>255</td>
<td>0</td>
<td>204</td>
</tr>
<tr>
<td>2</td>
<td>255</td>
<td>102</td>
<td>200</td>
</tr>
<tr>
<td>3</td>
<td>255</td>
<td>255</td>
<td>153</td>
</tr>
<tr>
<td>4</td>
<td>255</td>
<td>255</td>
<td>255</td>
</tr>
<tr>
<td>5</td>
<td>255</td>
<td>153</td>
<td>255</td>
</tr>
<tr>
<td>6</td>
<td>255</td>
<td>153</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>255</td>
<td>153</td>
<td>128</td>
</tr>
<tr>
<td>8</td>
<td>51</td>
<td>51</td>
<td>128</td>
</tr>
<tr>
<td>9</td>
<td>51</td>
<td>51</td>
<td>204</td>
</tr>
<tr>
<td>10</td>
<td>128</td>
<td>51</td>
<td>128</td>
</tr>
<tr>
<td>11</td>
<td>128</td>
<td>51</td>
<td>204</td>
</tr>
<tr>
<td>12</td>
<td>153</td>
<td>51</td>
<td>153</td>
</tr>
<tr>
<td>13</td>
<td>153</td>
<td>51</td>
<td>255</td>
</tr>
<tr>
<td>14</td>
<td>255</td>
<td>51</td>
<td>102</td>
</tr>
<tr>
<td>15</td>
<td>255</td>
<td>51</td>
<td>153</td>
</tr>
<tr>
<td>16</td>
<td>51</td>
<td>51</td>
<td>255</td>
</tr>
<tr>
<td>17</td>
<td>204</td>
<td>51</td>
<td>204</td>
</tr>
</tbody>
</table>

Steps of FRCFE algorithm are as follow:

- Read the input image and separate \(R, G, B\) components of the image for each pixel.
- For each pixel
  - search for 38 colors and for nearest colors by computing a distance between the pixel color \(I\) represented by \((P_r, P_g, P_b)\) and the colors in the colors table \(c_i\) as (\(C_{ir}, C_{ig}, C_{ib}\)) using the follow equation:
- Assign to the pixel an entry from RGB color table with minimum $c_d$.
- Create frequency table for assigned colors.
- Sort the frequency table in descending order.

The highest eight frequent colors and their percentages are then selected to create the description of the image. Result of the DCD color quantization using FRCFE for an image is illustrated in Fig. 7.

The dissimilarity $D(F1,F2)$ between the two descriptors of DCD can be computed as:

$$D^2(F1,F2) = \sum_{i=1}^{N_i} P_i^2 + \sum_{j=1}^{N_j} P_j^2 - \sum_{i=1}^{N_i} \sum_{j=1}^{N_j} 2a_{i,j}P_iP_j$$

where $a_{i,j}$ is the similarity coefficient between two colors $c_{i,j}$ and $c_{j,i}$ that is defined in (11). It should be noted that $c_{i,j} \neq c_{j,i}$ since they are from different sets of colors in two descriptors,

$$a_{i,j} = \begin{cases} 1-\frac{d_{i,j}}{T_d} & \text{if } d_{i,j} < T_d \\ 0 & \text{if } d_{i,j} \geq T_d \end{cases}$$

where $d_{i,j}$ is the Euclidean distance between two colors $c_{i,j}$ and $c_{j,i}$ in CIELuv color space, $T_d$ is the maximum distance for two colors to be considered as similar. A typical value for $T_d$ is between 10 and 20 in the CIELuv color space and for $\alpha$ is between 1.0 and 1.5. The above dissimilarity measure is very similar to the quadratic distance measure that is commonly used in comparing two color histogram descriptors [17]. In this paper, implementation of DCD algorithm carried out by $T_d = 15$ and $\alpha = 1.16$.

### F. Fuzzy Color Histogram

Color image histogram is an efficient tool, which is widely used in CBIR. However, using 3D color histogram is complicated and time consuming. Therefore, applying approaches to reduce three dimensions procedures to one is very efficient. Here, the Fuzzy linking method projects a 3D color histogram to 1D on the $L^*a^*b^*$ color space and provides a histogram which contains only 10 bins. The Mamdani type of fuzzy interface is used for fuzzification the inputs and output. The fuzzification of the inputs is established using the triangular shaped membership (MF) functions for three input components ($L^*, a^*, b^*$) which are shown in Fig. 8. The output of system has only 10 equally divided MF’s, as shown in Fig. 9. The final fuzzy histogram consists of only 10 bins that are respectively: black, dark grey, red, brown, yellow, green, blue, cyan, magenta, and white. The fuzzy value of three components is made according to 27 fuzzy rules which lead to the system output after defuzzification [26]. In Fig. 10, a sample image with its fuzzy histogram has shown.
III. EXPERIMENTAL RESULTS

A. Evaluation

MPEG-7 group has defined an evaluation metric called Average Normalized Modified Retrieval Rate (ANMRR) to measure overall performance calculated by averaging the result from each query [28] as:

\[ ANMRR = \frac{1}{NQ} \sum_{q=1}^{NQ} NMRR(q) , \]  

(13)

where, \( NQ \) is a number of query images and \( NMRR \) stands for Normalized Modified Retrieval Rate that is used to measure the performance of each query according to:

\[ NMRR(q) = \frac{\left( \sum_{k=1}^{NG(q)} \frac{\text{Rank}(k)}{NG(q)} \right) - 0.5 - \frac{NG(q)}{2 }}{ K(q) + 0.5 - 0.5 \times NG(q)} \]  

(14)

where \( NG(q) \) is the size of ground truth image set for a query image \( q \), \( \text{Rank}(k) \) is ranking of ground truth images retrieved by the retrieval algorithm and \( K(q) \) specifies a “relevance rank” for each query. A suitable \( K(q) \), because of variation of the ground truth images, is determined by:

\[ K(q) = \min\{4 \times NG(q), 2 \times GTM\} \]  

(15)

where \( GTM \) is the maximum of \( NG(q) \) over all queries. \( NMRR \) and ANMRR are in the range of \((0, 1)\) and smaller values represent better retrieval performance.

B. Database

In order to compare the performance of studied CBIR methods based on a common database specialized for tourism application, photographs from the attractions of Zahedan city and University of Sistan and Baluchestan were taken in different times of a day and from different angles and distances. Then, the database was prepared as a two sets, image set consisting of 1000 images, and query set consisting of 21 images including a ground truth set for each query. Sample images from query set are shown in Fig. 11.

C. Performance Comparison

The explained CBIR algorithms were applied to our database to evaluate their performance. The performance evaluation was carried out in terms of ANMRR criteria and query running time. The reason for selecting the ANMRR evaluation metric is that ANMRR is defined in MPEG-7 standard to measure retrieval performance base on both, the number of correctly retrieved images and how highly these images are ranked which distinct ANMRR from other evaluation metrics such as precision and recall [18,29,30]. Moreover, the ANMRR measure approximately coincides with the results of subjective retrieval accuracy evaluation of search engines [28]. Table III shows the comparison results.

Furthermore, some advantages and disadvantages of the studied algorithms applied to the tourism database are listed in Table IV.

Reported running time in Table III, is only a time for extracting a query. In order to measure the running time of an algorithm in multitasking operating system environment precisely, first we measured the running time of algorithm applied to three subsets with 100, 200, and 400 images of tourism database. Then the measured running time of each subset was divided the number of its images in order to compute the running time for an image. Finally, an average over the three running times obtained by three subsets was computed as the running time of the algorithm. The obtained running times of studied algorithms are presented in Table III.

According to the results, the SCD algorithm provided the minimum running time (0.05 sec.) and the second best ANMRR (0.44). In the next stage, the CLD algorithm performed as the third best in terms of ANMRR and running time. These algorithms provide the most relevant retrieved images for a query as well. This means edge and color are the most important features in this application. Fig. 12 demonstrates retrieval results for a sample query image in our Tourism database applying some of the studied methods. In this figure, the left-upper image marked by solid black line is a query (1st ranked image). Other images are displayed in a raster scan order according to their retrieval ranks.

![Fig. 11: A number of sample query images in our tourism database](image)

**TABLE III: ANMRR and Running Time results of the studied algorithms applying our tourism database**

<table>
<thead>
<tr>
<th>Method</th>
<th>ANMRR</th>
<th>Time(sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLD</td>
<td>0.4954</td>
<td>0.0510</td>
</tr>
<tr>
<td>EHD</td>
<td>0.3444</td>
<td>0.6206</td>
</tr>
<tr>
<td>Co-occurrences</td>
<td>0.4814</td>
<td>0.1402</td>
</tr>
<tr>
<td>SCD</td>
<td>0.4464</td>
<td>0.0500</td>
</tr>
<tr>
<td>DCD</td>
<td>0.5577</td>
<td>4.0221</td>
</tr>
<tr>
<td>Fuzzy-Histogram</td>
<td>0.6636</td>
<td>5.7174</td>
</tr>
</tbody>
</table>
**TABLE IV: Advantages and disadvantages of the studied algorithms applying our tourism database**

<table>
<thead>
<tr>
<th>Method</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLD</td>
<td>- Considering local color information</td>
<td>- Not considering edge information</td>
</tr>
<tr>
<td></td>
<td>- Less sensitivity to fast color variation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Low running time</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Good accuracy</td>
<td></td>
</tr>
<tr>
<td>EHD</td>
<td>- Considering local edge information</td>
<td>- Not considering color information</td>
</tr>
<tr>
<td></td>
<td>- Best accuracy</td>
<td>- High running time</td>
</tr>
<tr>
<td>Co-occurrences</td>
<td>- Considering texture information</td>
<td>- Not considering color &amp; edge information</td>
</tr>
<tr>
<td>SCD</td>
<td>- Low running time</td>
<td>- Not considering edge information</td>
</tr>
<tr>
<td></td>
<td>- Considering color information</td>
<td>- No local information</td>
</tr>
<tr>
<td></td>
<td>- Good accuracy</td>
<td></td>
</tr>
<tr>
<td>DCD</td>
<td>- Considering color information</td>
<td>- No local information</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- High running time</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Low retrieval performance</td>
</tr>
<tr>
<td>Fuzzy- Histogram</td>
<td>- Considering color information</td>
<td>- Low retrieval performance</td>
</tr>
<tr>
<td></td>
<td>- Small feature vector (only 10 bins histogram)</td>
<td>- No local information</td>
</tr>
</tbody>
</table>

**IV. CONCLUSION**

In this paper a scenario for using of CBIR in tourism application was proposed. Several CBIR algorithms were studied and applied for this application. An image database specialized for the proposed scenario was made and the performances of studied methods were evaluated and compared based on the ANMRR criteria and query time. Among the studied method the EHD and SCD methods presented best performance.
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