Improved Mapping Algorithms Performance in NoCs Design Based on Cellular Learning Automata
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Abstract—NOC technology is a solution to cover the communication challenges of complex systems. The important note in the matter of application mapping for those of NoCs who are based on mesh architecture is their NP-hard problem. Also some methods have been proposed trying to overcome the mentioned problem. A low complexity mapping algorithm cannot present the optimal mapping for all applications. Then, adding an optimization phase to mapping algorithms can have an impact on their performance. This study presents an optimization phase based on Cellular Learning Automata to achieve this goal. To evaluate the proposed algorithm, we compare mapping algorithm of Nmap, CastNet, and Onyx before and after optimization. Mathematical analysis and simulation of mapping algorithms for five real applications show that using the proposed algorithm optimizes efficiency in mapping algorithms.
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I. INTRODUCTION

A system on chip (SoC) is an integrated circuit that integrates all components of electronic system into a single chip. It may contain digital, analog, mixed-signal, and often radio-frequency functions on a single chip substrate. A typical application is in the area of embedded systems [1]. Scalability and complex communications are considered as challenging issues in the SoC. Network-on-Chip (NoC) is an effective approach to overcome scalability and complex communications problems in designing the SoC [2]. The main characteristic of NoC is the separation between computation and communication, which provides advantages such as scalability, reusability and high performance [3]. In a NoC system, modules such as processor cores, memories and specialized IP blocks exchange data using a network as a "public transportation" sub-system for the information traffic. Although there are various topologies exist for NoC architectures, the basic and well accepted topology is the mesh topology. Teraflops Research Chip of Intel [4] used mesh based topology which is known as a multi-core architecture with commercial usages. Actually 80 connected processing cores in a two dimensional mesh network strategy (2D mesh network) can be viewed in the so-called chip. Mapping the applications in an optimal way is one of the most important challenging points which exists for mesh based NoC architectures. As noted in [5] this would be
NP-hard problem when the applications are mapped on the mesh topologies.

Also group of strategies have been considered and proposed [6,7,8] while paying attention to energy saving as a crucial factor. The mapping idea proposed in [2] entitled PMAP considers single minimum path routing in parallel with traffic routing while the authors of [8] focused on a high speed branch-and-bound method which is capable to exploit flexible routing and also can enhance quality of made solution, as well. The authors of [9] present MOCA that utilize tree based task mapping and produces some routes (paths) on mapping result. Among the ideas proposed for solving the mentioned problems ONYX and CastNet that are revealed by [7] and [10] respectively, are assumed as two heuristic methods who utilize the mesh's symmetric feature as a starting point. CGMAP is the presented idea of [11] who uses chaos-genetic-based method which is able to achieve good results of other meta-heuristic methods.

Integer Linear Programming (ILP) [12] based methods determine the optimum mappings in very long execution times. Cluster-based mapping method [13] proposes a clustering based relaxation for ILP formulations in lower execution times than ILP, but it does not have optimal mapping.

In [14] authors present a detailed survey of the work done in last one decade in the domain of application mapping. Apart from classifying the reported techniques, it also performs a quantitative comparison among them. Comparison has been carried out for larger sized test applications also, by implementing some of the prospective techniques. It classifies the reported techniques into groups like dynamic and static mapping approaches. Static mapping techniques have further been categorized as exact methods, branch and-bound, transformative, and constructive approaches. We have also presented a performance comparison between the static mapping techniques. Apart from the existing benchmarks, we have generated some test cases having 64 and 128 cores. Communication cost and mapping times of some of the algorithms have been compared. Thus, it provides a fair understanding of the effort needed and quality of solution obtained in different mapping approaches.

Studies show that a mapping algorithm with optimal solution for all applications is a very complicated one and because of its long time implementations is not effective enough. On the other hand, a complicated algorithm with algorithmic complexity and little time implementation cannot guarantee best results for all applications.

So, to optimize efficiency of mapping algorithm with little time implementation, using a supplementary level can be effective. In this study, an algorithm based on Cellular Learning Automata has been proposed. The algorithm can be used by all mapping algorithms as a supplementary optimization phase.

Cellular automata of (CA), [15], [16] was proposed by Van Neumann in 1940 and thereafter was proposed by a mathematician called Ulam as a model to study the behavior of complex systems. Cellular automata are, in fact, discrete dynamical systems whose behavior is based completely on local communication.

In order to evaluate the performance of our method, we have compared result of many mapping algorithm such as Nmap, Castnet and ONYX. For this purpose, some parameters such as communication cost, Maximum Bandwidth Requirement, Throughput, total energy and Delay have been used.

II. MATHEMATICAL FORMULATION OF THE MAPPING

Obviously, each application is modeled by a task graph (TG), including some nodes equivalent to the tasks and edges which indicate the relationships among the tasks. The following definitions are used to formulate mapping algorithms [6].

Definition 1: An Application Characterization Graph (APCG) is a directional graph, \(G(V, E)\), in which each vertex denoted by \(V \in V\) refers to one task and each directional edge, \(e_{i,j} \in E\), indicates the communication between \(V_i\) and \(V_j\). The weight of the edge \(e_{i,j}\) represents the bandwidth of the communication between \(V_i\) and \(V_j\) [6].

The communication volume, namely the ratio of transmitted data from \(V_i\) to \(V_j\), denoted by \(CommVolume(e_{i,j})\), is measured in Mbit/sec and is computed as shown in Eq. (1).

\[
\forall e_{i,j} \in E, \\
\exists CommVolume(e_{i,j}) = volume(e_{i,j})
\] (1)

The NoC topology is usually modeled by a directional graph. Figure 1 shows a \(4 \times 4\) NoC topology.

Definition 2: The Architecture Characteristics Graph (ARCG) is a directional graph represented by \(g=G(T, P)\), where each vertex, \(T_i \in T\), refers to one tile in NoC topology and each directional edge, \(P_{ij} \in P\), refers to a path from \(T_i\) to \(T_j\). A Task graph, \(g=G(\text{Vertex}, \text{Edge})\), is mapped to the topology graph, \(g=G(\text{tile, path})\), by a one-to-one mapping function, i.e., map( ) function, as follows [6]:

\[
\text{Size(APCG)} \leq \text{Size(ARCG)}
\] (2)

\[
\forall y_j \in V, \text{map}(y_j) \in T
\] (3)

\[
\forall y_i \neq y_j \in V, \text{map}(y_i) \neq \text{map}(y_j)
\] (4)

\[
\left[ d^k : \forall t \in \text{comm}(d^k) = \text{map}(y_i), d^k = 1,2,...,|E| \forall e_{i,j} \in E \right] \text{map}(y_i) \neq \text{map}(y_j)
\] (5)

Communication Cost parameter: The communication cost is one of the evaluation criteria
for mapping algorithm onto NoC, which is calculated as follows [6].

\[
\text{commcost} = \sum_{k=1}^{[E]} v(t(d^k)) \text{dist}(\text{source}(d^k), \text{dest}(d^k))
\]

where \(v(t(d))\) is data transfer rate from source to destination and \([E]\) is the Number of edges.

Communication cost criteria is used to make a preliminary evaluation for mapping algorithms. To establish a complete evaluation, other parameters should be taken into account.

**Bandwidth Requirement parameter:** The communication cost is calculated based on total traffic of links and minimum distance among task tiles in NoC. So, the communication cost is independent of routing algorithms. However, to determine the actual Bandwidth Requirement on links, the routing path between source and destination nodes should be considered [17].

Bandwidth Requirement on links equals the amount of transferred data during implementation of the application

\[
\forall l_{i,j} \in L \ B(l_{i,j}) = \sum_{k=1}^{[E]} f(t_{i,j}, \text{path}(source(d^k), \text{dest}(d^k)))
\]

\[
f(t_{i,j}, \text{path}(S,D)) = \begin{cases} 
  v(t(d^k)) & \text{if } t_{i,j} \in \text{path}(S,D) \\
  0 & \text{otherwise}
\end{cases}
\]

where \(l_{i,j}\) is Bandwidth requirement on link, and \(f(t_{i,j}, \text{path}(S,D))\) is data transfer rate from source to destination through \(l_{i,j}\).

**Power Consumption parameter:** A model for energy consumption in routers has been proposed in [8]. The amount of consumed energy for transferring one bit from a router to its neighbor is calculated by Eq. (10):

\[
E_{\text{bit}} = E_{\text{Sbit}} + E_{\text{Bbit}} + E_{\text{Wbit}} + E_{\text{Lbit}}
\]

where \(E_{\text{Sbit}}, E_{\text{Bbit}}, E_{\text{Wbit}}\), and \(E_{\text{Lbit}}\) represent the consumed energy in switch, buffer, interconnection wires inside the fabric and communication lines, respectively. The consumed energy in buffers and interior lines is trivial, compared to the \(E_{\text{Sbit}}\) (\(E_{\text{Sbit}} < E_{\text{Wbit}}\)). Therefore, Eq. (10) can be represented as follows:

\[
E_{\text{bit}} = E_{\text{Sbit}} + E_{\text{Lbit}}
\]

The average consumed energy in sending one bit from tile \(i_t\) to tile \(i_j\) is calculated by Eq. (12) and it is as follows:

\[
E_{i,t}^{i,j} = \sum_{k=1}^{\text{nhop}} E_{\text{Sbit}} + \sum_{k=1}^{\text{nhop}-1} E_{\text{Lbit}}
\]

and since a bit may be routed through 3x3, 4x4, and 5x5 routers, the equation Eq. (13) can be used to calculate the above parameter, as follows:

\[
E_{i,t}^{i,j} = \text{hops}(3x3) \times E_{\text{Sbit}}(3x3) + \text{hops}(4x4) \times E_{\text{Sbit}}(4x4) + \text{hops}(5x5) \times E_{\text{Sbit}}(5x5) + \sum_{k=1}^{\text{nhop}-1} E_{\text{Lbit}}
\]

where \(\text{hops}(3x3)\) and \(E_{\text{Sbit}}(3x3)\) are the number of routers with 3x3 crossbar from \(i_t\) to \(i_j\) and power consumption for 3x3 crossbar when it routes a bit, respectively. The total energy consumed for data transferring is determined by multiplying the obtained energy for one bit, by the data amount, as formulated in Eq. (14):

\[
E_{\text{total}}^{i,t} = \text{DataSize} \times E_{i,t}^{i,j}
\]

III. CELLULAR LEARNING AUTOMATA

In this section, we briefly describe Learning Automata, Cellular Automata and Cellular Learning Automata.

**Cellular Automata**

A cellular automaton consists of a regular grid of cells, each in one of a finite number of states, such as on and off (in contrast to a coupled map lattice). The grid can be in any finite number of dimensions. For each cell, a set of cells called its neighborhood
(usually including the cell itself) is defined relative to the specified cell. Time proceeds discretely and its rules are as general through which in each cell, considering its neighbors, it obtains a new state in each stage. The rules of cellular automata determine the way a cell is influenced by neighboring cells. We call a cell a neighboring cell when it can influence its neighbor in a stage based on the dominant rule. To obtain the current state cell, one can take into account the previous state of cell in addition to the previous state of neighbor's cell.

Definition-1: The d-dimensional cellular automata is a multiple CA = (Z^d, φ, N, F) so that:
- \( Z^d \) is a d-dimensional lattice of cells. This network can be a finite, semi-finite, or infinite network.
- \( \varphi = \{1, \ldots, m\} \) is a finite set of states.
- \( N = \{x_i \in \mathbb{Z}^d \mid x_i \neq 0\} \) is a finite \( Z^d \) set which is denoted as neighboring vector. Neighboring vector, determines the relative position of its neighbors for each cell in cellular network as follows:
  \[ N(a) = \{a + x_i \mid i = 1, \ldots, m\} \tag{15} \]
- \( F : \varphi^m \rightarrow \varphi \) is CA local rule.

In modeling physical and biological systems, it is sometimes necessary to take rules as probabilities. The behavior of the system can be interpreted as noise in the system. A problem in cellular automata is determining definite forms of needed rules for special application. There are different solutions to this problem. One such solution is to take rules as probabilities. So, we take all rules as probable rules and assume probabilities for their activation. Yet, identifying probabilities in unknown systems remains unsolved. Then, we should be heading toward a direction in which the tool itself can extract proper rules as time passes.

**Learning Automata**

A learning automata is a machine which can perform finite number of action. Each selected action is evaluated by a probable environment and the evaluation result is either a positive or negative response. The automata, then, is influenced by this response in its next action. The final goal for the automata is to learn to choose the best action from between its actions. The best action is the action which maximizes the probability of getting a reward. Performance learning automata in interacting with the environment is shown in Figure 2 below.
C. Cellular Learning Automata

Many problems cannot be solved by learning automata alone. The main power of learning automata appears when they are used collectively. Regarding this issue, a new model was developed by combining learning automata and cellular automata [19]. The following formal definition has been given for cellular learning automata [20].

Definition 2- Cellular Learning Automata: A $d$-dimensional cellular learning automata is a multiple $CLA = (Z^d, \phi, A, N, F)$ so that:

- $Z^d$ is a $d$-dimensional lattice of cells. This network can be a finite, semi finite or infinite network.
- $\phi$ is a finite set of states.
- $A$, is a set of learning automata of which is assigned to a cell of cellular automata.
- $N = \{x_1, \ldots, x_m\}$ is a finite subset of $Z^d$ which is denoted as neighbor vector.
- $F : \phi^m \rightarrow \beta$, is the local rule of cellular learning automata so that $\beta$ is the total values which can be accepted as reinforcement signal.

The performance of cellular learning automata is described as the following. The learning automata select an action from between its own actions in any iteration. This action can be selected randomly or based on previous observations. The selected action is penalized or rewarded based on selected actions of the neighboring cells and the dominating rule of the learning automata.

Then, based on whether the selected action is rewarded or penalized, the automata modify its behavior and the internal structure of the automata is updated. Updating for all automata are normally done simultaneously. After updating, each automata in cellular learning automata selects an action from its actions set and performs it. The process of selection, rewarding and penalizing continues until the system reaches a stable state or previously defined criteria is established. The updating process of existing automata structure in cellular learning automata is carried out by a learning algorithm.

Cellular learning automata is called uniform if neighboring function, local rule and learning automata for all cell are similar, otherwise it is called non-uniform. The other kind of cellular learning automata is the open cellular learning automata (OCLA)[21]. In OCLA, in addition to local environment a global environment is also considered [21]. In OCLA, penalizing or rewarding the selected action by a cell depends not only on the selected action of its neighbors but also on the response of the global environment. It has been proved in [21] that this model like the closed $CLA$ [20][19] can be convergent to the local optimized points for mobility rules. If the connections among learning automata are not regular (like one dimensional or two dimensional array), the cellular learning automata is called irregular [22]. If cells updating is carried out synchronously, it is called a synchronous automata otherwise it is called asynchronous [23][24].

IV. THE PROPOSED ALGORITHM

In this section, based on cellular learning automata, an approximate algorithm is proposed to optimize the efficiency of mapping algorithms. In this algorithm, first, a regular synchronous uniform cellular learning automata, which is based NOC topology. For example in Figure 3, for an NOC topology with $3 \times 3$ dimensions, systematic cellular learning automata considered with the same dimensions. The assumed neighbor type for this automata is of Von Neumann type. In other words, in this automata, each cell is neighboring the four cells which are above, below, right to, and left to it. For the bordering cells, neighborhood is defined as wrap-round.

![Figure 3](image)

Figure 3. a) NOC with $3 \times 3$ mesh topology [16], b) Cellular Learning Automata with $3 \times 3$ cells.

Each of the learning automata in the cellular learning automata has five actions of 'Exchange with the above neighbor', 'Exchange with the below neighbor', 'Exchange with the right neighbor', 'Exchange with the left neighbor' and 'No exchange'.

$\alpha = \{a_1, a_2, a_3, a_4, a_5\} \{Ex_{\text{above}}; \text{Ex}_{\text{below}}, \text{Ex}_{\text{right}}, \text{Ex}_{\text{left}}, \text{No (20)} \text{ exchange}\}$

The number of each cell in cellular learning automata is the number of the tile in NOC topology of the problem (from $1$ to $n \times m$).

Learning automata in each cell of $L_{GA}$ type has the rewarding and penalizing rate of $0.01$. The possibility of selecting actions of every learning automata equals $0.2 (1/5)$ in the beginning. The proposed algorithm called CLA-mapping-optimization is as the following: Each cell selects simultaneously an action from the existing actions. Then the $\text{comm\_cost}_i$ for the influenced cells by the selected action is calculated. If the calculated $\text{comm\_cost}_i$ is less or equal than $\text{comm\_cost}_i$ in before action selection, action gives reward, else action gives penalty. Procedure continues to the time when the selected action by cells in a stage is 'not changing'. Finally, the obtained arrangement is presented and tested as the optimized NOC topology.
The `comm_cost` parameter calculated in term of Eq.(21).

\[
\text{comm_cost}_x = \sum_{k \in K} \text{volume}(e_{x,k}) ^\alpha \cdot \left( \frac{\text{dist}(\text{map}(x), \text{map}(y_k))}{\text{dist}(\text{map}(y_k), \text{map}(y_k))} \right)
\] (21)

The pseudo-code of this algorithm is shown in Figure 4.

1. Algorithm CLA-mapping-optimization
2. Input: Graph \(G(V,E)\), mapped task graph
3. Output: Optimized mapped task graph
4. Construct a regular: CLA for mapped task graph
5. Repeat
6. For all cells do in parallel:
7. Old_Comm \leftarrow \text{Comm_cost}_x
8. Select an action
9. Compute cell's \text{Comm_cost}_x:
10. If (cell's \text{Comm_cost}_x \leq Old_Comm)
11. Reward the cell's action
12. else
13. Penalize the cell's action
14. End If
15. End For
16. Until all cell's action are no change action
17. Return the mapped task graph
18. }

Figure 4. The proposed algorithm

V. RESULTS AND DISCUSSIONS
To evaluate the performance of optimization algorithm, we compared mapping algorithms, such as Nmap [6], CastNet [10] and Onyx [7] from mathematical analysis and simulation viewpoints, before and after optimization phase. For this purpose we selected five video applications; namely, Video Object Plane Decoder (VOPD) [6], MPEG-4 decoder [25], 263EncMpc3Dec [26], 263DecMpc3Dec [26], and Mpc3EncMpc3Dec [26].

A. Mathematical analysis
In the mathematical analysis, some parameters such as communication cost, maximum bandwidth requirement and power consumption were used.

In mathematical analysis, the communication cost of VOPD for mentioned mapping algorithms, before and after optimization phase, were calculated and presented in Table 1.

Optimization phase behaves in a way so that communication cost is reduced as far as possible and communication cost Parameter can affect maximum bandwidth requirement and power consumption. Parameter. Then, the improved ratio for these parameters is calculated in term of Eq.(22)

For Improved Ratio parameter, a positive sign shows the success of optimization phase. If it has the N.C (No Change), it means that the optimization phase has had no effect, and if the sign is negative, it means the optimization phase has had a negative effect.

\[\text{Improved Ratio} = \frac{\text{Value of parameter before improved} - \text{Value of parameter after improved}}{\text{Value of parameter before improved}}\]

<table>
<thead>
<tr>
<th>Task Graph</th>
<th>Before Improved</th>
<th>After Improved</th>
<th>Improved Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOPD</td>
<td>4267</td>
<td>4135</td>
<td>4119</td>
</tr>
<tr>
<td></td>
<td>3672</td>
<td>3672</td>
<td>3817.5</td>
</tr>
<tr>
<td>MPEG-4</td>
<td>230.432</td>
<td>230.432</td>
<td>230.432</td>
</tr>
<tr>
<td>263EncMpc3Dec</td>
<td>17.948</td>
<td>17.948</td>
<td>17.948</td>
</tr>
<tr>
<td>263DecMpc3Dec</td>
<td>17.521</td>
<td>17.046</td>
<td>17.046</td>
</tr>
<tr>
<td></td>
<td>3672</td>
<td>3672</td>
<td>3817.5</td>
</tr>
</tbody>
</table>

In Table 1, columns two to four give the communication cost for the mapping algorithms generated by Nmap, CastNet and Onyx, respectively. The next three columns show the communication cost for mapping methods after optimization phase. The last three columns display the improved ratio of communication cost for application task graph.

The result shows that the optimization phase could reduce the communication cost for some applications in different mapping algorithms. We should notice that compared to other mapping algorithms for mapping task graph of different applications, the mapping algorithms of NMAP, CastNet, and Onyx have less communication cost. The optimization phase for the
algorithm of the increased mapping has less time and can optimize communication cost to 0.74%. The optimization could reduce communication cost parameter %1.34 on average for the mapping algorithms of Nmap, CastNet and Onyx for the mentioned benchmarks. Mapping algorithms of Nmap, CastNet and Onyx cannot guarantee the best results for all applications and each of them is useful for some applications. Then, if a mapping algorithm gives the best result for a application, the optimization phase is not useful. For example, Onyx mapping for VOPD could give the best mapping with communication cost of 4119 and no other mapping algorithm could give a communication cost less than 4119.

Therefore, the optimization phase has not been effective; however, the same algorithm could not give the best result for MPEG-4 and 263DecMpi3Dec. Then the optimization phase has been very effective and could give the best result for the output of Onyx mapping algorithm for MPEG-4 and 263DecMpi3Dec applications. Other similar cases have been generated for the other mapping algorithms. The important thing is that the optimization algorithm could give positive effect for all mapping algorithms.

Table 2 shows the maximum bandwidth requirement and comparisons among mapping algorithms, regarding the XY routing method. As the improved ratios in columns seven to nine show optimization phase improved maximum bandwidth requirement in mapping algorithms for some applications such as VOPD for Nmap, MPEG-4 for CastNet, MPEG-4 and 263DecMpi3Dec for Onyx. Our algorithm has optimized the limitation of maximum bandwidth requirement to 3.40%.

We use the power/energy model presented in [8] to estimate the energy consumption of each mapping algorithm, in term of Eqs.(13),(14). In [18], the results of applying energy model over routers, topology switches and links are shown in Table 3 It is mentioned that a packet contains a 96 bits of data. The result of energy consumption in Table 4 shows that our algorithm could reduce power consumption.

**TABLE 2. IMPROVED RATIO OF MAXIMUM BANDWIDTH REQUIREMENT FOR MAPPING ALGORITHMS**

<table>
<thead>
<tr>
<th>Task Graph</th>
<th>Before Improved</th>
<th>After Improved</th>
<th>Improved Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOPD</td>
<td>Nmap</td>
<td>929</td>
<td>813</td>
</tr>
<tr>
<td></td>
<td>CastNet</td>
<td>926.25</td>
<td>942</td>
</tr>
<tr>
<td></td>
<td>Onyx</td>
<td>46.733</td>
<td>46.733</td>
</tr>
<tr>
<td>MPEG-4</td>
<td>Nmap</td>
<td>926.25</td>
<td>942</td>
</tr>
<tr>
<td></td>
<td>CastNet</td>
<td>46.733</td>
<td>46.733</td>
</tr>
<tr>
<td></td>
<td>Onyx</td>
<td>46.733</td>
<td>46.733</td>
</tr>
<tr>
<td>263DecMpi3Dec</td>
<td>Nmap</td>
<td>4.06</td>
<td>4.06</td>
</tr>
<tr>
<td></td>
<td>CastNet</td>
<td>4.06</td>
<td>4.06</td>
</tr>
<tr>
<td></td>
<td>Onyx</td>
<td>4.06</td>
<td>4.06</td>
</tr>
<tr>
<td>Mp3EncMpi3Dec</td>
<td>Nmap</td>
<td>4.06</td>
<td>4.06</td>
</tr>
<tr>
<td></td>
<td>CastNet</td>
<td>4.06</td>
<td>4.06</td>
</tr>
<tr>
<td></td>
<td>Onyx</td>
<td>4.06</td>
<td>4.06</td>
</tr>
</tbody>
</table>

**TABLE 3. CHARACTERIZATION OF THE ROUTERS, TOPOLOGY SWITCHES AND LINK [18]**

<table>
<thead>
<tr>
<th>Module</th>
<th>Energy per packet(pJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link, 1 mm</td>
<td>21</td>
</tr>
<tr>
<td>5×5 Router (Topology switch)</td>
<td>32(0.6/0.8)</td>
</tr>
<tr>
<td>4×4 Router (Topology switch)</td>
<td>31(0.6/1.1)</td>
</tr>
<tr>
<td>3×3 Router (Topology switch)</td>
<td>30(0.6/1.3)</td>
</tr>
</tbody>
</table>

**TABLE 4. IMPROVED RATIO OF POWER CONSUMPTION FOR MAPPING ALGORITHMS**

<table>
<thead>
<tr>
<th>Task Graph</th>
<th>Before Improved(pJ)</th>
<th>After Improved(pJ)</th>
<th>Improved Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOPD</td>
<td>Nmap</td>
<td>3621.5063</td>
<td>3516.6131</td>
</tr>
<tr>
<td></td>
<td>CastNet</td>
<td>3195.6082</td>
<td>3228.2266</td>
</tr>
<tr>
<td></td>
<td>Onyx</td>
<td>203.6280</td>
<td>203.6199</td>
</tr>
<tr>
<td>MPEG-4</td>
<td>Nmap</td>
<td>15.7475</td>
<td>15.7475</td>
</tr>
<tr>
<td></td>
<td>CastNet</td>
<td>15.7475</td>
<td>15.7475</td>
</tr>
<tr>
<td></td>
<td>Onyx</td>
<td>15.7475</td>
<td>15.7475</td>
</tr>
<tr>
<td>263DecMpi3Dec</td>
<td>Nmap</td>
<td>15.0866</td>
<td>14.8910</td>
</tr>
<tr>
<td></td>
<td>Onyx</td>
<td>15.0866</td>
<td>14.8910</td>
</tr>
<tr>
<td></td>
<td>Onyx</td>
<td>15.0866</td>
<td>14.8910</td>
</tr>
</tbody>
</table>
B. Simulation results

We have performed the simulations by NOXIM tools [27] and the results have been reported in term of some parameters, such as total received packets, max delay, throughput and total energy. The simulation has been performed during 12000 cycles, and the evaluation has begun from cycle 1000. In this simulation, the XY routing algorithm is used and the buffer size is 4 flits. In evaluation of optimization phase, optimal solution is a case in which max delay and total energy parameters reduces and total received packets and throughput increases. Then the improved ratio for max delay and total energy parameters is calculated based on the relation of Eq.(22) and total received packets and throughput are calculated based on the relation of Eq.(23). The total received packets shows the amount of sending and receiving packets in the network. Total received packets in Table 5 shows that using optimization algorithms in mapping methods generates optimization 1.22% in sending and receiving packets.

$$\text{Improved Ratio} = \frac{\text{Value of parameter after improved} - \text{Value of parameter before improved}}{\text{Value of parameter before improved}}$$

(22)

**TABLE 5. IMPROVED RATIO OF TOTAL RECEIVED PACKETS FOR MAPPING ALGORITHMS**

<table>
<thead>
<tr>
<th>Task Graph</th>
<th>Before Improved</th>
<th>After Improved</th>
<th>Improved Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nmap CastNet Onyx Nmap CastNet Onyx Nmap CastNet Onyx</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOPD</td>
<td>14272 14220 143350 14389 14220 14350</td>
<td>0.82% N.C N.C</td>
<td></td>
</tr>
<tr>
<td>MPEG-4</td>
<td>6396 6391 6451 6396 6450 6456</td>
<td>N.C 0.92% 0.08%</td>
<td></td>
</tr>
<tr>
<td>263EncMp3Dec</td>
<td>6860 6870 6890 6820 6890 6820</td>
<td>0.46% N.C N.C</td>
<td></td>
</tr>
<tr>
<td>263DecMp3Dec</td>
<td>8718 8857 8687 8718 8657 9279</td>
<td>N.C N.C 0.47%</td>
<td></td>
</tr>
<tr>
<td>Mp3EncMp3Dec</td>
<td>8604 8969 8954 8911 8969 8854</td>
<td>1.22% N.C N.C</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 6. IMPROVED RATIO OF MAX DELAY FOR MAPPING ALGORITHMS**

<table>
<thead>
<tr>
<th>Task Graph</th>
<th>Before Improved</th>
<th>After Improved</th>
<th>Improved Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nmap CastNet Onyx Nmap CastNet Onyx Nmap CastNet Onyx</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOPD</td>
<td>15928 16027 13775 15663 16027 13775</td>
<td>1.54% N.C N.C</td>
<td></td>
</tr>
<tr>
<td>MPEG-4</td>
<td>18162 16513 16831 18162 16639 17054</td>
<td>N.C -0.68% -1.32%</td>
<td></td>
</tr>
<tr>
<td>263EncMp3Dec</td>
<td>15824 15933 18641 15774 15833 1641</td>
<td>0.32% N.C N.C</td>
<td></td>
</tr>
<tr>
<td>263DecMp3Dec</td>
<td>15529 13181 13668 15629 13181 13771</td>
<td>N.C N.C -0.75%</td>
<td></td>
</tr>
<tr>
<td>Mp3EncMp3Dec</td>
<td>15451 15587 15498 15728 15097 15488</td>
<td>-1.79% N.C N.C</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 7. IMPROVED RATIO OF THROUGHPUT FOR MAPPING ALGORITHMS**

<table>
<thead>
<tr>
<th>Task Graph</th>
<th>Before Improved</th>
<th>After Improved</th>
<th>Improved Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nmap CastNet Onyx Nmap CastNet Onyx Nmap CastNet Onyx</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOPD</td>
<td>0.3003 0.2901 0.3032 0.3013 0.2991 0.3032</td>
<td>0.33% N.C N.C</td>
<td></td>
</tr>
<tr>
<td>MPEG-4</td>
<td>0.2029 0.1845 0.2024 0.2029 0.1866 0.2029</td>
<td>N.C 1.14% 0.25%</td>
<td></td>
</tr>
<tr>
<td>263EncMp3Dec</td>
<td>0.2719 0.2729 0.3110 0.2721 0.2729 0.3110</td>
<td>0.07% N.C N.C</td>
<td></td>
</tr>
<tr>
<td>263DecMp3Dec</td>
<td>0.2273 0.2275 0.2260 0.2273 0.2275 0.2277</td>
<td>N.C N.C -0.13%</td>
<td></td>
</tr>
<tr>
<td>Mp3EncMp3Dec</td>
<td>0.2535 0.2572 0.2540 0.2556 0.2572 0.2540</td>
<td>1.23% N.C N.C</td>
<td></td>
</tr>
</tbody>
</table>
Studying the maximum delay parameter in Table 6 shows that our algorithm has decreased the max delay in some cases and increased it in some other cases. The proposed algorithm based on the reduction communication cost makes the optimization operations possible and may cause traffic on some points and therefore increases time delay. You should notice that by changing optimization parameter, optimization algorithm can be changed so that it can be useful for maximum delay parameter. Table 7 shows that throughput has also been optimized. Using optimization algorithm in Onyx mapping algorithm for the 263DecM3Dec has decreased throughput because of the increase in time delay. Using the optimization phase could be 0.19% useful on average in mapping algorithms for all applications.

<table>
<thead>
<tr>
<th>TABLE 8: IMPROVED RATIO OF TOTAL ENERGY FOR MAPPING ALGORITHMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task Graph</td>
</tr>
<tr>
<td>------------</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>VOPD</td>
</tr>
<tr>
<td>MPEG-4</td>
</tr>
<tr>
<td>263EncM3Dec</td>
</tr>
<tr>
<td>263DecM3Dec</td>
</tr>
<tr>
<td>Mp3EncM3Dec</td>
</tr>
</tbody>
</table>

Table 8 shows that optimization algorithm could reduce total energy consumption 2.01%. Of course in Nmap mapping algorithm for the 263EncM3Dec energy consumption has increased 0.17%. Regarding total energy consumption, using the optimization algorithm could be 0.23% useful for mapping algorithms in all applications.

VI. CONCLUSION

A low complexity mapping algorithm cannot guarantee optimal mapping for different applications in designing NOCs. Then using a complementary phase for optimization in mapping operation can prove useful. In this study, we have used Cellular Learning Automata for optimization of the efficiency of mapping algorithms in designing NOCs. In this method, a new algorithm using a set of five actions is used which uses the aspects of learning CLA and tries to select better states for each cell based on reduction cost of communication in mapping algorithms and the increase of NoCs performance. The obtained results of the mathematical analysis and simulation have shown that this algorithm is efficient for mapping operations.

Using optimization algorithm for mapping algorithms for all applications in mathematical analysis has improved to 0.53% for communication cost, 0.65% for maximum bandwidth requirement and 46% for Power Consumption. In simulation result, it has optimization for total received packets %26, for throughput %0.19, for total energy %0.32 and it has a negative effect of %0.18 for max delay.

The proposed algorithm based on the reduction communication cost makes the optimization operations possible and may cause traffic on some points and therefore increases time delay.

You should notice that by changing optimization parameter, optimization algorithm can be changed so that it can be useful for maximum delay parameter.
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