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#### Abstract

In this paper, the spatial interference alignment (IA) is investigated in the downlink (DL) of a relay-assisted multi-cell multi-user network. The transmission from the base station (BS) to the mobile station (MS) takes place in two phases with the help of the selected relay station (RS). The closed-form IA algorithms are employed in both the BS to RS and RS to MS links. The performance of this cooperative scheme is analyzed in terms of the sum rate and the sum degrees of freedom (DoF) for the amplify-and-forward (AF) and decode-and-forward (DF) relaying schemes. The simulation results of the sum rate show that the DF scheme significantly outperforms the noncooperative minleakage and max-SINR iterative algorithms over the entire range of SNR, and the AF scheme performs very close to the min-leakage algorithm. Moreover, the DF scheme outperforms the noncooperative closed-form IA algorithm in the low and medium-SNR regimes.


Keywords- Cellular network, degrees of freedom, interference alignment, relay, sum rate.

## I. Introduction

The co-channel interference has become the key challenge in the new generations of cellular communication networks that employ the frequency reuse factor (FRF) of unity. Especially, the inter-cell interference coming from the adjacent cells significantly diminishes the spectral efficiency of the cell-edge users. Implementing a smart interference management technique is a good solution to increase the spectral efficiency of the cell-edge users [1].

Interference alignment (IA) is a cooperative transmission and/or reception technique that can establish a high multiplexing gain by effectively decreasing the interference level in a multi-user system [2]. With the help of the IA technique, the multi-user interference channel can achieve its maximum degrees of freedom [3]. Therefore, in the high-SNR regime, the IA technique can make the sumrate of the cellular system close to the sum-capacity of the system [4]. In a dense cellular network, some user terminals may be located in the coverage holes of the base station (BS). This situation is more probable for the cell-edge users. In these situations, utilizing the
relay nodes can be very helpful to improve the coverage area of the BS. The relay nodes can be selected among the idle nodes that are located in the coverage area of the BS, and the communications can be indirectly performed with the help of these intermediate nodes.

The combination of the cooperative communication schemes and the IA techniques is an appropriate way to simultaneously overcome the interference and fading impairments of the channel [5]-[10]. The problem of energy spectral efficiency maximization in the downlink (DL) of a multi-user multi-relay multi-cell time-division-duplex (TDD)based network has been investigated in [5]. In [6], for a two-cell two-user relay-aided network, an IA scheme has been proposed in which the degrees of freedom can reach to its upper bound. The duality of the IA in the uplink (UL) and DL transmissions of a multi-cell multi-user relay-aided network with single-antenna users has been investigated in [7]. In [8], an enhanced relay-aided interference alignment (eRIA) scheme has been proposed in which a super relay is employed for the IA purposes between the BSs of a cellular network and their corresponding users. In [9] and [10], two IAbased two-hop protocols have been designed for the one-user-per-cell and two-user-per-cell scenarios, respectively, where the relay node and the cell-edge users are located at around the junction of the cells.

In this paper, the spatial IA is investigated in the DL of a relay-assisted multi-cell multi-user network. The transmission from the BS to the mobile station (MS) takes place in two hops with the help of the selected relay station (RS) which is chosen among the set of potential relay nodes. All the terminals of the network are equipped with multiple antennas. Accordingly, the first phase of transmission from the BSs to the selected RSs is modeled as a multiple-input multiple-output (MIMO) interfering broadcast channel (IFBC) and the second phase of transmission from the selected RSs to the MSs is modeled as a MIMO $K \times$ $C$-user interference channel, where $C$ is the number of cells and $K$ is the number of MSs per cell. In both phases of transmission, the closed-form IA algorithms are employed. The performance of this cooperative scheme is analyzed in terms of the sum rate and the sum degrees of freedom ( DoF ) for the amplify-andforward (AF) and decode-and-forward (DF) relaying strategies. The simulation results of the sum rate show that the DF scheme significantly outperforms the noncooperative min-leakage and max-SINR iterative algorithms over the entire range of SNR, and the AF scheme performs very close to the min-leakage algorithm. Moreover, the DF scheme outperforms the noncooperative closed-form IA algorithm in the low and medium-SNR regimes. Also, the DoF analysis shows that the sum degrees of freedom in the first and second phases of the proposed schemes can achieve the optimal value under some special configurations.

The rest of this paper is organized as follows. Section II presents the system model and the protocol description. Section III analyzes the performance of the system in terms of the sum rate and the sum DoF. Section IV presents some simulation results and
numerical examples. Finally, Section V summarizes the main results of the paper.

Notation: We use boldface lowercase letters for vectors and boldface uppercase for matrices. (. $)^{T}$ and $(.)^{H}$ denote the transpose and the conjugate transpose, respectively. For the matrix $\mathbf{A}, \operatorname{tr}(\mathbf{A})$ denotes the trace of $\mathbf{A}, \operatorname{rank}(\mathbf{A})$ denotes the rank of $\mathbf{A}, \operatorname{det}(\mathbf{A})$ denotes the determinant of $\mathbf{A}$ and $\lambda_{i}(\mathbf{A})$ denotes the $i$ th largest eigenvalue of A. $[a]^{+}=\max (a, 0),\lceil a\rceil$ denotes the smallest integer greater than or equal to $a$ and $\lfloor a\rfloor$ denotes the largest integer less than or equal to $a$. $\mathbb{C}$ represents the set of complex numbers. $a \equiv b$ is the remainder of the division of $a$ by $b$.

## II. System Model and Protocol Description

In this section, we present the system model under investigation and the IA-based cooperative protocol.


Fig. 1. System model

## A. System Model

We consider a cellular network with $C$ cells and the FRF of 1. Each cell consists of one BS located at the center of the cell, $K$ MSs and $K \times L$ half-duplex RSs, as shown in Fig. 1. All the terminals operate over the same frequency band. The DL transmission from the BS to the MS is under investigation. It is assumed that there is no direct link between the BS and the MS, and hence, each MS receives the BS signal with the help of the selected RS which is chosen among $L$ potential relay nodes. It is assumed that the BS and the MS are equipped with $M_{b}$ and $N_{m, \mathbf{F}}$ antennas, respectively, and each RS is equipped with $M_{r}$ transmit and $N_{r}$ receive antennas.

In Fig. 1, $\mathrm{RS}^{[r, c]}$ and $\mathrm{MS}^{[r, c]}$ denote the the $r$ th RS and MS of cell $c$, respectively. $\mathbf{G}_{b}^{[r, c]}$ is an $N_{r} \times M_{b}$ matrix that characterizes the MIMO channel from the BS of cell $b$ to $\mathrm{RS}^{[r, c]}$. Similarly, $\mathbf{F}_{[r, b]}^{[k, c]}$ is an $N_{m, \mathbf{F}} \times$ $M_{r}$ matrix that characterizes the MIMO channel from $\mathrm{RS}{ }^{[r, b]}$ to $\mathrm{MS}^{[k, c]}$.

It is assumed that the wireless channels suffer from the frequency non-selective quasi-static fading plus shadowing [11] and additive white Gaussian noise (AWGN). Under Rayleigh fading assumption, each entry of the matrices $\mathbf{G}_{b}^{[r, c]}$ and $\mathbf{F}_{[r, b]}^{[k, c]}$ is a zero-mean circularly symmetric complex Gaussian random variable and the additive noise is distributed as $\mathcal{C \mathcal { N }}\left(0, \sigma_{n}^{2}\right)$.

## B. Protocol Description

1) Relay Selection: In the proposed scheme, the BS sends its message to the MS with the help of a single relay node. As described in the previous subsection, corresponding to each MS, there are $L$ potential relay nodes. Thus, we should first select the best relay node based on an appropriate criterion. In this paper, we select the best relay node such that the minimum SNR of the BS-RS and RS-MS links is maximized [12]. This criterion can be formulated as

$$
\begin{align*}
\mathrm{rs}^{[k, c]}=\underset{1+L(k-1) \leq r \leq k L}{\operatorname{argmax}} \min & \operatorname{tr}\left(\mathbf{G}_{c}^{[r, c]} \mathbf{G}_{c}^{[r, c] H}\right), \\
& \left.\operatorname{tr}\left(\mathbf{F}_{[r, c]}^{[k, c]} \mathbf{F}_{[r, c]}^{[k, c] H}\right)\right) \tag{1}
\end{align*}
$$

$\forall k \in \mathcal{K} \triangleq\{1, \cdots, K\} ; c \in \mathcal{C} \triangleq\{1, \cdots, C\}$
where $\mathrm{rs}^{[k, c]}$ is the selected RS corresponding to $\mathrm{MS}^{[k, c]}$. Considering all the interfering signals, we conclude that the first hop channel is a MIMO IFBC and the second hop channel is a MIMO $K \times C$-user interference channel.
2) First Phase: In the first phase of the protocol, all the BSs transmit and the selected RSs listen. Let us focus on the signal transmitted by the BS of cell $c$. During the first hop, this BS transmits $d^{[r, c]}$ independent data streams to rs ${ }^{[r, c]}$, where $d^{[r, c]} \leq$ $\min \left\{M_{b}, N_{r}\right\}$, and for simplicity, we assume that $d^{[r, c]}=d, \forall r \in \mathcal{K} ; c \in \mathcal{C}$. Under these circumstances, the configuration of the cellular network corresponding to the first hop of transmission can be described in a compact form as $\left(M_{b} \times\left(N_{r}, d\right)^{K}\right)^{C}$. Let $s_{1}^{[r, c]}, \ldots, s_{d}^{[r, c]}$ denote the symbols transmitted by the BS to rs ${ }^{[r, c]}$. By stacking the transmitted symbols in a $d \times 1$ vector, the transmitted signal can be described as $\mathbf{s}^{[r, c]}=\left[\begin{array}{lll}s_{1}^{[r, c]} & s_{2}^{[r, c]} \ldots & s_{d}^{[r, c]}\end{array}\right]^{T}$. It is assumed that $\mathbf{s}^{[r, c]}$ satisfies the power constraint $\mathrm{E}\left\{\left\|\mathbf{s}^{[r, c]}\right\|^{2}\right\} \leq$ $P d$. As shown in Fig. 2, after applying the normalized and orthogonalized matrices of precoding $\mathbf{V}_{\mathbf{G}}^{[r, c]} \in$ $\mathbb{C}^{M_{b} \times d}$ and postcoding $\mathbf{U}_{\mathbf{G}}^{[r, c]} \in \mathbb{C}^{N_{r} \times d}$, the effective received signal at rs ${ }^{[r, c]}$ can be written as [13].

$$
\begin{aligned}
\hat{\mathbf{y}}_{\mathbf{G}}^{[r, c]}= & \mathbf{U}_{\mathbf{G}}^{[r, c] H} \mathbf{y}_{\mathbf{G}}^{[r, c]} \\
= & \mathbf{U}_{\mathbf{G}}^{[r, c] H} \mathbf{G}_{c}^{[r, c]} \mathbf{V}_{\mathbf{G}}^{[r, c]} \mathbf{s}^{[r, c]} \\
& +\mathbf{U}_{\mathbf{G}}^{[r, c] H}\left(\sum_{\dot{r}=1, \dot{r} \neq r}^{K} \mathbf{G}_{c}^{[r, c]} \mathbf{V}_{\mathbf{G}}^{[\tilde{r}, c]} \mathbf{s}^{[r, r, c]}\right. \\
& \left.+\sum_{b=1, b \neq c}^{c} \sum_{\dot{r}=1}^{K} \mathbf{G}_{b}^{[r, c]} \mathbf{V}_{\mathbf{G}}^{[r, b]} \mathbf{s}^{[\tilde{r}, b]}\right) \\
& +\widehat{\mathbf{n}}_{\mathbf{G}}^{[r, c]} \quad \forall r \in \mathcal{K} ; c \in \mathcal{C}
\end{aligned}
$$

where $\mathbf{y}_{\mathbf{G}}{ }^{[r, c]}$ is the received signal at $\mathbf{r s}^{[r, c]}, \hat{\mathbf{y}}_{\mathbf{G}}^{[r, c]} \in$ $\mathbb{C}^{d \times 1}$ and $\widehat{\mathbf{n}}_{\mathbf{G}}^{[r, c]}=\mathbf{U}_{\mathbf{G}}^{[r, c] H} \mathbf{n}_{\mathbf{G}}^{[r, c]}$, where $\mathbf{n}_{\mathbf{G}}^{[r, c]}$ is the received noise vector at rs ${ }^{[r, c]}$ and $\widehat{\mathbf{n}}_{\mathbf{G}}^{[r, c]}$ is distributed as $\mathcal{C N}\left(\mathbf{0}_{d \times 1}, \sigma_{n}^{2} \mathbf{I}_{d}\right)$. The precoding and postcoding matrices are obtained based on the IA solution in [13]. In this case, in order to meet the feasibility condition of the IA, $M_{b}$ and $N_{r}$ must satisfy

$$
\begin{align*}
& M_{b}=[K(C-1)+1] d  \tag{3}\\
& N_{r}=[(K-1)(C-1)+1] d .
\end{align*}
$$

Similar to the conventional MIMO IFBC scenario, we can define the signal and interference matrices, denoted by $\mathbf{S}_{\mathbf{G}}^{[r, c]}$ and $\mathbf{J}_{\mathbf{G}}^{[r, c]}$, as

$$
\begin{equation*}
\mathbf{S}_{\mathbf{G}}^{[r, c]} \triangleq \sqrt{P} \mathbf{U}_{\mathbf{G}}^{[r, c] H} \mathbf{G}_{c}^{[r, c]} \mathbf{V}_{\mathbf{G}}^{[r, c]} \quad \forall r \in \mathcal{K} ; c \in \mathcal{C} \tag{4}
\end{equation*}
$$



Fig. 2. System model corresponding to the first phase of the protocol. The precoding and postcoding matrices are applied to the $\left(M_{b} \times\left(N_{r}, d\right)^{K}\right)^{C}$ network.


Fig. 3. System model corresponding to the second phase of the protocol. The precoding and postcoding matrices are applied to the $\left(M_{r} \times N_{m, \mathbf{F}}, d\right)^{K \times C}$ network.

$$
\begin{align*}
\mathbf{J}_{\mathbf{G}}^{[r, c]} \triangleq \sqrt{P} \mathbf{U}_{\mathbf{G}}^{[r, c] H} & {\left[\left\{\mathbf{G}_{c}^{[r, c]} \mathbf{V}_{\mathbf{G}}^{[\tilde{r}, c]}\right\}_{\dot{r}=1, \dot{r} \neq r}^{K}\right.} \\
& \left.\left\{\left\{\mathbf{G}_{b}^{[r, c]} \mathbf{V}_{\mathbf{G}}^{[r, b]}\right\}_{\dot{r}=1}^{K}\right\}_{b=1, b \neq c}^{C}\right] \tag{5}
\end{align*}
$$

$$
\forall r \in \mathcal{K} ; c \in \mathcal{C}
$$

where $\mathbf{S}_{\mathbf{G}}^{[r, c]}$ is a $d \times d$ matrix representing the received desired signal by $\mathrm{rs}^{[r, c]}$ and $\mathrm{J}_{\mathbf{G}}^{[r, c]} \in$ $\mathbb{C}^{d \times(K C-1) d}$ is the interference subspace matrix for this
relay node and is generated by putting $d \times d$ matrices of intra and inter-cell interference spaces together. In this case, the perfect IA conditions for rs ${ }^{[r, c]}$ can be written as

$$
\begin{align*}
& \mathbf{J}_{\mathbf{G}}^{[r, c]}=\mathbf{0}_{d \times(K C-1) d}  \tag{6}\\
& \operatorname{rank}\left(\mathbf{S}_{\mathbf{G}}^{[r, c]}\right)=d . \tag{7}
\end{align*}
$$

3) Second Phase: As mentioned earlier, in the second phase of the protocol, we have a MIMO $K \times C$-user interference channel structure. The configuration of this network can be compactly described in its standard form as $\left(M_{r} \times N_{m, \mathrm{~F}}, d\right)^{K \times C}$. In the second phase, all the selected relay nodes transmit and the MSs listen. In this paper, we consider the AF and DF relaying schemes.

In the case of AF relaying, the transmitted signal by rs ${ }^{[r, c]}$ can be described as

$$
\begin{equation*}
\mathbf{s}_{\mathrm{AF}}^{[r, c]}=\omega_{\mathrm{AF}}^{[r, c]} \hat{\mathbf{y}}_{\mathbf{G}}^{[r, c]} \tag{8}
\end{equation*}
$$

where $\hat{\mathbf{y}}_{\mathbf{G}}^{[r, c]}$ is given in (2) and $\omega_{\mathrm{AF}}^{[r, c]}$ is the amplification gain at $\mathrm{rs}^{[r, c]}$ given by $\omega_{\mathrm{AF}}^{[r, c]}=$ $\left(P_{\mathrm{AF}}^{[r, c]}\right)^{1 / 2} /\left\|\hat{\mathbf{y}}_{\mathbf{G}}^{[r, c]}\right\|$, where $P_{\mathrm{AF}}^{[r, c]}$ denotes the transmitted power by rs ${ }^{[r, c]}$.

In the case of DF relaying, the effective received signal at rs ${ }^{[r, c]}$, i.e. $\mathbf{y}_{\mathbf{G}}^{[r, c]}$, is first decoded and then reencoded to form the transmitted signal $\mathbf{s}_{\mathrm{DF}}^{[r, c]}$. It is assumed that $\mathbf{s}_{\mathrm{DF}}^{[r, c]}$ satisfies the power constraint $\mathrm{E}\{\|$ $\left.\mathbf{s}_{\mathrm{DF}}^{[r, c]} \|^{2}\right\} \leq P_{\mathrm{DF}}^{[r, c]}$.

As shown in Fig. 3, after applying the normalized and orthogonalized precoding and postcoding matrices, the effective received signal at $\mathrm{MS}^{[k, c]}$ can be written as

$$
\begin{align*}
\hat{\mathbf{y}}_{\mathbf{F}}^{[k, c]}= & \mathbf{U}_{\mathbf{F}}^{[k, c] H} \mathbf{y}_{\mathrm{F}}^{[k, c]} \\
= & \mathbf{U}_{\mathbf{F}}^{[k, c] H} \mathbf{F}_{[k, c]}^{[k, c]} \mathbf{V}_{\mathbf{F}}^{[k, c]} \mathbf{s}_{\mathrm{XF}}^{[k, c]} \\
+ & +\mathbf{U}_{\mathbf{F}}^{[k, c] H}\left(\sum_{r=1, r \neq k}^{K} \mathbf{F}_{[r, c]}^{[k, c]} \mathbf{V}_{\mathbf{F}}^{[r, c]} \mathbf{s}_{\mathrm{XF}}^{[r, c]}\right.  \tag{9}\\
& \left.+\sum_{b=1, b \neq c}^{c} \sum_{r=1}^{K} \mathbf{F}_{[r, b]}^{[k, c]} \mathbf{V}_{\mathbf{F}}^{[r, b]} \mathbf{s}_{\mathrm{XF}}^{[r, b]}\right)
\end{align*}
$$

where $\mathbf{y}_{\mathbf{F}}^{[k, c]}$ is the received signal at $\mathrm{MS}^{[k, c]}, \mathbf{V}_{\mathbf{F}}^{[r, c]} \in$ $\mathbb{C}^{M_{r} \times d}$ and $\mathbf{U}_{\mathbf{F}}^{[r, c]} \in \mathbb{C}^{N_{m, \mathbf{F}} \times d}$ are the precoding and postcoding matrices, respectively, $\mathbf{s}_{\mathrm{XF}}^{[r, c]}$ denotes either $\mathbf{s}_{\mathrm{AF}}^{[r, c]}$ or $\mathbf{s}_{\mathrm{DF}}^{[r, c]}$, and $\widehat{\mathbf{n}}_{\mathrm{F}}^{[k, c]}$ is given by

$$
\begin{equation*}
\widehat{\mathbf{n}}_{\mathbf{F}}^{[k, c]}=\mathbf{U}_{\mathbf{F}}^{[k, c] H} \mathbf{n}_{\mathbf{F}}^{[k, c]} \tag{10}
\end{equation*}
$$

where $\mathbf{n}_{\mathbf{F}}^{[k, c]}$ is the received noise vector at MS ${ }^{[k, c]}$ and we have $\widehat{\mathbf{n}}_{\mathbf{F}}^{[k, c]} \sim \mathcal{C N}\left(\mathbf{0}_{d \times 1}, \sigma_{n}^{2} \mathbf{I}_{d}\right)$. The precoding and postcoding matrices for the second phase of the protocol are obtained based on the closed-form IA algorithm [14] for the network $\left(M_{r} \times N_{m, \mathrm{~F}}, d\right)^{K \times C}$.

According to [14], the feasibility condition for the closed-form IA solution is given by

$$
\begin{equation*}
d<\min \left\{\frac{N_{m, \mathbf{F}}^{2}}{N_{m, \mathbf{F}} K C-M_{r}}, \frac{N_{m, \mathbf{F}}+M_{r}}{K C+1}\right\} . \tag{11}
\end{equation*}
$$

In the proposed AF and DF schemes, given that $K C \geq$ 3 and $M_{r}>N_{m, \mathbf{F}}, N_{m, \mathbf{F}}$ and $M_{r}$ that satisfy (11) can be calculated as

$$
\begin{align*}
N_{m, \mathbf{F}}= & {\left[\frac{d}{2}[(K C+1)-\sqrt{(K C+1)(K C-3)}]\right] } \\
M_{r}= & \underbrace{\left[N_{m, \mathbf{F}}\left(K C-\frac{N_{m, F}}{d}\right)\right]}_{\overparen{M}}  \tag{12}\\
& +\left(1-\left[\frac{N_{m, \mathbf{F}}^{2}}{N_{m, \mathbf{F}} K C-\widehat{M}} \equiv d\right\rceil\right)
\end{align*}
$$

and for the case that $K C \geq 3$ and $N_{m, \mathbf{F}}>M_{r}, M_{r}$ and $N_{m, \mathbf{F}}$ can be obtained as

$$
\begin{align*}
N_{m, \mathbf{F}} & =[\underbrace{\frac{d}{2}[(K C+1)+\sqrt{(K C+1)(K C-3)}]}_{\overparen{N}}] \\
M_{r} & =\underbrace{\lceil d(K C+1)-\widehat{N}\rceil}_{\tilde{M}}  \tag{13}\\
& +\left(1-\left[\frac{N_{m, \mathbf{F}}^{2}}{N_{m, \mathbf{F}} K C-\widehat{M}} \equiv d\right\rceil\right) .
\end{align*}
$$

Assuming $P_{\mathrm{AF}}^{[r, c]}=P_{\mathrm{DF}}^{[r, c]}=P d$, the signal and interference matrices corresponding to the second hop transmission can be defined as

$$
\begin{align*}
& \mathbf{S}_{\mathbf{F}}^{[k, c]}=\sqrt{P} \mathbf{U}_{\mathbf{F}}^{[k, c] H} \mathbf{F}_{[k, c]}^{[k, c]} \mathbf{V}_{\mathbf{F}}^{[k, c]} \forall k \in \mathcal{K} ; c \in \mathcal{C}  \tag{14}\\
& \mathbf{J}_{\mathbf{F}}^{[k, c]}=\sqrt{P} \mathbf{U}_{\mathbf{F}}^{[k, c] H} {\left[\left\{\mathbf{F}_{[r, c]}^{[k, c]} \mathbf{V}_{\mathbf{F}}^{[r, c]}\right\}_{r=1, r \neq k}^{K}\right.} \\
&\left.\left\{\left\{\mathbf{F}_{[r, b]}^{[k, c]} \mathbf{V}_{\mathbf{F}}^{[r, b]}\right\}_{r=1}^{K}\right\}_{b=1, b \neq c}^{C}\right] \tag{15}
\end{align*}
$$

$$
\forall k \in \mathcal{K} ; c \in \mathcal{C}
$$

Based on the above matrices, the perfect IA conditions for the second phase of the protocol can be described as

$$
\begin{align*}
& \mathbf{J}_{\mathbf{F}}^{[k, c]}=\mathbf{0}_{d \times(K C-1) d} \quad \forall k \in \mathcal{K} ; c \in \mathcal{C}  \tag{16}\\
& \operatorname{rank}\left(\mathbf{S}_{\mathbf{F}}^{[k, c]}\right)=d \quad \forall k \in \mathcal{K} ; c \in \mathcal{C} . \tag{17}
\end{align*}
$$

## III. Performance Analysis

In this section, we analyze the performance of the system in terms of the sum rate and the sum DoF.

## A. AF Scheme

For the case of the AF scheme, the achievable rate at $\mathrm{MS}^{[k, c]}$ can be calculated as

$$
\begin{equation*}
R_{\mathrm{AF}}^{[k, c]}=\frac{1}{2} \log _{2}\left(\operatorname{det}\left[\mathbf{I}_{d}+\mathbf{\Psi}_{\mathrm{AF}}^{[k, c]}\right]\right) \tag{18}
\end{equation*}
$$

where $\boldsymbol{\Psi}_{\mathrm{AF}}^{[k, c]}$ is the $d \times d$ matrix of the received signal-to-interference-plus-noise ratio (SINR) at $\mathrm{MS}^{[k, c]}$ and is given by

$$
\begin{equation*}
\boldsymbol{\Psi}_{\mathrm{AF}}^{[k, c]}=\boldsymbol{\Psi}_{\mathbf{G}}^{[k, c]} \boldsymbol{\Psi}_{\mathbf{F}}^{[k, c]}\left(\mathbf{I}_{d}+\boldsymbol{\Psi}_{\mathbf{G}}^{[k, c]}+\boldsymbol{\Psi}_{\mathbf{F}}^{[k, c]}\right)^{-1} \tag{19}
\end{equation*}
$$

where $\boldsymbol{\Psi}_{\mathbf{G}}^{[k, c]}$ and $\boldsymbol{\Psi}_{\mathbf{F}}^{[k, c]}$ are the $d \times d$ matrices of the SINR corresponding to the first and second phases of the protocol, respectively. These two matrices can be calculated as

$$
\begin{align*}
& \boldsymbol{\Psi}_{\mathbf{G}}^{[k, c]}=\mathbf{S}_{\mathbf{G}}^{[k, c]} \mathbf{S}_{\mathbf{G}}^{[k, c] H}\left(\sigma_{n}^{2} \mathbf{I}_{d}+\mathbf{J}_{\mathbf{G}}^{[k, c]} \mathbf{J}_{\mathbf{G}}^{[k, c] H}\right)^{-1}  \tag{20}\\
& \boldsymbol{\Psi}_{\mathbf{F}}^{[k, c]}=\mathbf{S}_{\mathbf{F}}^{[k, c]} \mathbf{S}_{\mathbf{F}}^{[k, c] H}\left(\sigma_{n}^{2} \mathbf{I}_{d}+\mathbf{J}_{\mathbf{F}}^{[k, c]} \mathbf{J}_{\mathbf{F}}^{[k, c] H H}\right)^{-1} \tag{21}
\end{align*}
$$

In (18), the factor $1 / 2$ reflects the half-duplex limitation of the relay nodes. By summing the achievable rates over all users and cells, the achievable sum-rate for the IA-based cellular system with AF relaying can be obtained as

$$
\begin{align*}
R_{\mathrm{AF}}^{\Sigma} & =\sum_{c=1}^{C} \sum_{k=1}^{K} R_{\mathrm{AF}}^{[k, c]}  \tag{22}\\
& =\frac{1}{2} \sum_{c=1}^{C} \sum_{k=1}^{K} \log _{2}\left(\operatorname{det}\left[\mathbf{I}_{d}+\boldsymbol{\Psi}_{\mathrm{AF}}^{[k, c]}\right]\right) .
\end{align*}
$$

Appendix A calculates (22) in detail.
The sum $\operatorname{DoF}$, denoted by $\hat{d}_{\mathrm{AF}}^{\Sigma}$, can be easily calculated in terms of the sum rate as

$$
\begin{align*}
\hat{d}_{\mathrm{AF}}^{\Sigma} & =\lim _{P \rightarrow \infty} \frac{R_{\mathrm{AF}}^{\Sigma}}{\log _{2}(P)} \\
& =\frac{1}{2} \lim _{P \rightarrow \infty} \sum_{c=1}^{C} \sum_{k=1}^{K} \frac{\log _{2}\left(\operatorname{det}\left[\mathbf{I}_{d}+\boldsymbol{\Psi}_{\mathrm{AF}}^{[k, c]}\right]\right)}{\log _{2}(P)} . \tag{23}
\end{align*}
$$

## B. DF Scheme

Similar to the AF case, for the DF scheme, the achievable rate at $\mathrm{MS}^{[k, c]}$ can be expressed as

$$
\begin{equation*}
R_{\mathrm{DF}}^{[k, c]}=\frac{1}{2} \log _{2}\left(\operatorname{det}\left[\mathbf{I}_{d}+\boldsymbol{\Psi}_{\mathrm{DF}}^{[k, c]}\right]\right) \tag{24}
\end{equation*}
$$

where $\boldsymbol{\Psi}_{D F}^{[k, c]}$ is the matrix of the received SINR at $M S^{[k, c]}$, which can be calculated as

$$
\begin{equation*}
\boldsymbol{\Psi}_{\mathrm{DF}}^{[k, c]}=\left(\sigma_{n}^{2} \mathbf{I}_{d}+\mathbf{J}_{\mathbf{F}}^{[k, c]} \mathbf{J}_{\mathbf{F}}^{[k, c] H}\right)^{-1} \mathbf{S}_{\mathbf{F}}^{[k, c]} \mathbf{S}_{\mathbf{F}}^{[k, c] H} . \tag{25}
\end{equation*}
$$

By summing $R_{\mathrm{DF}}^{[k, c]}$ over $k$ and $c$, the achievable sum rate for the IA-based cellular system with DF relaying can be computed as

$$
\begin{align*}
R_{\mathrm{DF}}^{\Sigma} & =\sum_{c=1}^{c} \sum_{k=1}^{K} R_{\mathrm{DF}}^{[k, c]} \\
& =\frac{1}{2} \sum_{c=1}^{c} \sum_{k=1}^{K} \log _{2}\left(\operatorname{det}\left[\mathbf{I}_{d}+\boldsymbol{\Psi}_{\mathrm{DF}}^{[k, c]}\right]\right) . \tag{26}
\end{align*}
$$

Appendix B calculates (26) in detail.
Using $R_{\mathrm{DF}}^{\Sigma}$, the sum DoF can be calculated as

$$
\begin{equation*}
\hat{d}_{\mathrm{DF}}^{\Sigma}=\lim _{P \rightarrow \infty} \frac{R_{\mathrm{DF}}^{\Sigma}}{\log _{2}(P)} . \tag{27}
\end{equation*}
$$

Substituting (26) into (27), after some manipulations, the sum DoF can be obtained as


Fig. 4. Position of the nodes in a two-cell network. In each cell, there are two co-located cell-edge MSs, and corresponding to each MS, there are three co-located RSs.


Fig. 5. Comparison of the sum rate in a two-cell network with $K=2, L=3, d=2$ and for the first scenario. The path-loss exponent equals 3.5 .

$$
\begin{align*}
\hat{d}_{\mathrm{DF}}^{\Sigma} & =\sum_{c=1}^{C} \sum_{k=1}^{K} \hat{d}_{\mathrm{DF}}^{[k, c]} \\
& =\sum_{c=1}^{C} \sum_{k=1}^{K} \frac{1}{2}\left[\operatorname{rank}\left(\mathbf{S}_{\mathbf{F}}^{[k, c]}\right)-\operatorname{rank}\left(\mathbf{J}_{\mathbf{F}}^{[k, c]}\right)\right]^{+} \tag{28}
\end{align*}
$$

The proof is given in Appendix C.

## IV. Simulation Results

In this section, some numerical examples on the performance of the proposed schemes are presented. We also compare the proposed schemes with the IAbased noncooperative schemes in terms of the sumrate and the sum DoF. In the noncooperative schemes, for the IA purposes, we consider the cellular minleakage algorithm [16], the cellular orthogonalized max-SINR algorithm [16], and the closed-form IA solution [13].

## A. General Assumptions

Throughout the simulations, it is assumed that $\sigma_{n}^{2}=1$ and $M_{r}>N_{m, \mathbf{F}}$. In Figs. 5, 7, 9 and 12, the path-loss exponent equals 3.5 and in Figs. 6, 8, 10 and 13 , the path-loss exponent equals 5 . In the figures, SNR is defined as $P_{T} / \sigma_{n}^{2}$, where $P_{T}$ denotes the power allocated to each BS. Thus, the power allocated to each transmitted symbol is given as $P(i)=$
$10^{P_{T}(i) / 10} / K d$. It is also assumed that $P_{\mathrm{AF}}(i)=$ $P_{\mathrm{DF}}(i)=P(i) d, C=2, K=2$ and $L=3$. To have a fair comparison with the noncooperative schemes, the total transmitted power by the BS and the RS in the relay-assisted schemes is assumed to be equal to the transmitted power by the BS in the noncooperative schemes.


Fig. 6. Comparison of the sum rate in a two-cell network with $K=2, L=3, d=2$ and for the first scenario. The path-loss exponent equals 5 .

## B.First Scenario

Let $h_{i, j}$ denote the channel coefficient from terminal $i$ to terminal $j$. It is assumed that $h_{i, j} \sim \mathcal{C N}\left(0, \sigma_{i, j}^{2}\right)$, where $\sigma_{i, j}^{2}$ is given by

$$
\begin{equation*}
\sigma_{i, j}^{2}=\left(\operatorname{dis}_{i, j} / \operatorname{dis}_{0}\right)^{-\gamma} \tag{29}
\end{equation*}
$$

where $\operatorname{dis}_{i, j}$ denotes the distance between terminals $i$ and $j, \operatorname{dis}_{0}$ is a fixed reference distance and $\gamma$ is the path-loss exponent. Let $\operatorname{dis}_{b, \mathrm{MS}}^{[k, c]}, \operatorname{dis}_{b, \mathrm{RS}}^{[r, c]}$ and $\operatorname{dis}_{[r, b]}^{[k, c]}$ denote the distance between the BS of cell $b$ and $\mathrm{MS}^{[k, c]}$, the distance between the BS of cell $b$ and $\mathrm{RS}^{[r, c]}$, and the distance between $\mathrm{RS}^{[r, b]}$ and $\mathrm{MS}^{[k, c]}$, respectively. It is assumed that
$d i s_{b, M S}^{[k, c]}=\operatorname{dis}_{b m}=5 \operatorname{dis}_{0} \quad \forall k \in \mathcal{K} ; b, c \in \mathcal{C}$
$d i s_{b, R S}^{[r, c]}=\operatorname{dis}_{b r} \quad \forall r \in \mathcal{K} ; b, c \in \mathcal{C}$
$d i s_{[r, b]}^{[k, c]}=\operatorname{dis}_{r m} \quad \forall r, k \in \mathcal{K} ; b, c \in \mathcal{C}$
$d i s_{b m}=d i s_{b r}+d i s_{r m}$.
Fig. 4 shows the network geometry under investigation. In this figure, it is assumed that $\operatorname{dis}_{b r}=$ 0.75 dis $_{0}$. Figs. 5 and 6 depict the sum rate performance of the proposed schemes as a function of SNR under the above assumptions and for the case that $d=2$. The sum DoF corresponding to each scheme has been also shown in these figures. From Figs. 5 and 6, we observe that the AF scheme performs very close to the min-leakage algorithm over the entire range of SNR. We also observe that the DF scheme significantly outperforms both the minleakage and max-SINR algorithms over the entire range of SNR. Also, the DF scheme outperforms the closed-form algorithm for the low and medium values of SNR. From Figs. 5 and 6, we also observe that the sum rate versus SNR curves in the AF and DF schemes and the iterative algorithms have the same slope in the high-SNR regime. This observation
implies that these schemes achieve the same sum DoF. This observation is in agreement with the DoF values shown in the figures.


Fig. 7. Sum rate of the proposed AF scheme for different number of transmitted data streams $d=1, \cdots, 4$ in a two-cell system with $K=2$ and $L=3$. The path-loss exponent equals 3.5.


Fig. 8. Sum rate of the proposed AF scheme for different number of transmitted data streams $d=1, \cdots, 4$ in a two-cell system with $K=2$ and $L=3$. The path-loss exponent equals 5.

As shown in Figs. 5 and 6 , under perfect IA conditions, the sum DoFs in the closed-form IA solution [13] and the iterative algorithms are equal to $\hat{d}_{\Sigma}=K C \hat{d}=K C d=8$ and $\hat{d}_{\Sigma}=K C \hat{d}=\frac{1}{2} K C d=4$, respectively. On the other hand, the maximum achievable DoF for the $\left(M_{b} \times\left(N_{m, \mathbf{H}}, d\right)^{K}\right)^{C}$ MIMOIFBC can be calculated as [4], [17]

$$
\begin{equation*}
d_{\Sigma}=\min \left\{C M_{b}, K C N_{m, \mathbf{H}}, \max \left(M_{b}, K N_{m, \mathbf{H}}\right)\right\} . \tag{31}
\end{equation*}
$$

Therefore, the algorithm in [13] and the iterative algorithms must achieve $d_{\Sigma}=K N_{m, \mathbf{H}}=8$ and $d_{\Sigma}=$ $K N_{m, \mathrm{H}}=C M_{b}=12$ under the configurations of $(6 \times$ $\left.(4,2)^{2}\right)^{2}$ and $\left(6 \times(6,2)^{2}\right)^{2}$, respectively. Also, under perfect IA conditions, the first and second phases of the proposed schemes are able to achieve $\hat{d}_{\Sigma}=$ $K C d=8$ degrees of freedom. The maximum achievable DoF for the first phase of the proposed schemes under the configuration of $\left(6 \times(4,2)^{2}\right)^{2}$ can be calculated as $d_{\Sigma}=$ $\min \left\{C M_{b}, K C N_{r}, \max \left(M_{b}, K N_{r}\right)\right\}=K N_{r}=8$. On the other hand, the maximum achievable DoF for the $\left(M_{r} \times N_{m, \mathbf{F}}, d\right)^{K \times C} K \times C$-user MIMO interference channel can be computed as [18]


Fig. 9. Sum rate of the proposed DF scheme for different number of transmitted data streams $d=1, \cdots, 4$ in a two-cell system with $K=2$ and $L=3$. The path-loss exponent equals 3.5.


Fig. 10. Sum rate of the proposed DF scheme for different number of transmitted data streams $d=1, \cdots, 4$ in a two-cell system with $K=2$ and $L=3$. The path-loss exponent equals 5.

$$
d_{\Sigma}= \begin{cases}\min \left(M_{r}, N_{m, \mathbf{F}}\right) K C, & K C \leq r  \tag{32}\\ \min \left(M_{r}, N_{m, \mathbf{F}}\right) \frac{r}{r+1} K C, & K C>r\end{cases}
$$

where $\quad r=\left\lfloor\max \left(M_{r}, N_{m, \mathbf{F}}\right) / \min \left(M_{r}, N_{m, \mathbf{F}}\right)\right\rfloor$
Accordingly, the maximum achievable DoF for the second phase of the proposed schemes under the configuration of $(8 \times 3,2)^{2 \times 2}$ equals $d_{\Sigma}=$ $K C \min \left(M_{r}, N_{m, \mathbf{F}}\right) r /(r+1)=8$. Based on the above DoF analysis, among these schemes, the closed-form IA algorithm [13] and also the first and second phases of the AF and DF schemes can achieve the optimal DoF.

Figs. 7-10 illustrate the performance of the AF and DF schemes for different number of transmitted data streams in terms of the sum rate and the sum DoF. According to these figures, as the number of transmitted data streams increases, the sum DoF in the proposed schemes grows linearly. Thus, the sum rate of the proposed schemes is expected to increase linearly in the high-SNR regime.


Fig. 11. Wrap-around-cell layout in a distributed two-cell network with radius 500 m . In each cell, there are two celledge MSs, and corresponding to each MS, there are three RSs.


Fig. 12. Comparison of the sum rate performance in a twocell system with $K=2, L=3, d=2$ and for the second scenario. The path-loss exponent equals 3.5.

## C. Second Scenario

In this scenario, $\sigma_{i, j}^{2}$ is chosen as [11]

$$
\begin{equation*}
\sigma_{i, j}^{2}=A \psi\left(\operatorname{dis}_{i, j} / \operatorname{dis}_{0}\right)^{-\gamma} \tag{33}
\end{equation*}
$$

where $\psi$ is a random variable with variance $\sigma_{S F}^{2}$ representing the log-normal shadowing and $A$ is an appropriate constant. We assume that $\sigma_{S F}=8 \mathrm{~dB}$, and the wrap-around-cell layout shown in Fig. 11 is considered for the network geometry. Figs. 12 and 13 compare the performance of the abovementioned schemes in terms of the sum rate and the sum DoF for the second scenario.

By comparing Figs. 5, 7, 9, 12 and Figs. 6, 8, 10, 13, we observe that as the path-loss exponent increases, the performance of all the schemes degrades. However, the proposed schemes exhibit a more robust behavior comparing to the noncooperative schemes.


Fig. 13. Comparison of the sum rate performance in a two-cell system with $K=2, L=3, d=2$ and for the second scenario. The path-loss exponent equals 5 .

## V. Conclusion

In this paper, the spatial IA was investigated in the DL of a relay-assisted multi-cell multi-user network. The performance of this system was analyzed in terms of the sum rate and the sum DoF for the AF and DF relaying schemes. The simulation results showed that the DF scheme significantly outperforms the noncooperative min-leakage and max-SINR iterative algorithms over the entire range of SNR. Moreover, the DF scheme outperforms the noncooperative closed-form IA algorithm in the low and medium-SNR regimes. The DoF performance of the system also showed that the relay-assisted schemes can effectively eliminate the inter-cell and intra-cell types of interference.

## Appendix A

CALCULATION OF (22)
Assuming i.i.d. Gaussian signaling, the achievable sum-rate for the AF scheme given in (22) can be rewritten as

$$
\begin{equation*}
R_{\mathrm{AF}}^{\Sigma}=\frac{1}{2} \sum_{c=1}^{C} \sum_{k=1}^{K} \sum_{i=1}^{d} \log _{2}\left(1+\Psi_{i, \mathrm{AF}}^{[k, c]}\right) \tag{34}
\end{equation*}
$$

where $\Psi_{i, A F}^{[k, c]}$ is given by

$$
\begin{equation*}
\Psi_{i, \mathrm{AF}}^{[k, c]}=\frac{\Psi_{i, \mathbf{G}}^{[k, c]} \Psi_{i, \mathbf{F}}^{[k, c]}}{1+\Psi_{i, \mathbf{G}}^{[k, c]}+\Psi_{i, \mathbf{F}}^{[k, c]}} \tag{35}
\end{equation*}
$$

$\Psi_{i, \mathbf{G}}^{[k, c]}$ and $\Psi_{i, \mathbf{F}}^{[k, c]}$ are the SINRs of the $i$ th received stream corresponding to the first and second phases of the protocol, respectively. These two SINR values can be calculated as

$$
\begin{gather*}
\Psi_{\mathrm{i}, \mathbf{G}}^{[\mathrm{k}, \mathrm{c}]}=\mathrm{P}\left|\mathbf{u}_{\mathrm{i}, \mathbf{G}}^{[\mathrm{k}, \mathrm{c}] \mathrm{H}} \mathbf{G}_{\mathrm{c}}^{[\mathrm{k}, \mathrm{c}]} \mathbf{v}_{\mathrm{i}, \mathbf{G}}^{[\mathrm{k}, \mathrm{c}]}\right|^{2} \\
\div\left(\sigma_{\mathrm{n}}^{2}+\sum_{\mathrm{j}=1, \mathrm{j} \neq \mathrm{i}}^{\mathrm{d}} \mathrm{P}\left|\mathbf{u}_{\mathrm{i}, \mathbf{G}}^{[\mathrm{k}, \mathrm{c}] \mathrm{H}} \mathbf{G}_{\mathrm{c}}^{[\mathrm{k}, \mathrm{c}]} \mathbf{v}_{\mathrm{j}, \mathbf{G}}^{[\mathrm{k}, \mathrm{c}]}\right|^{2}\right.  \tag{36}\\
+\sum_{\mathrm{r}=1, \mathrm{r} \neq \mathrm{k}}^{\mathrm{K}} \sum_{\mathrm{j}=1}^{\mathrm{d}} \mathrm{P}\left|\mathbf{u}_{\mathrm{i}, \mathbf{G}}^{[\mathrm{k}, \mathrm{c}] \mathrm{H}} \mathbf{G}_{\mathrm{c}}^{[\mathrm{k}, \mathrm{c}]} \mathbf{v}_{\mathrm{j}, \mathbf{G}}^{[\mathrm{r}, \mathrm{c}]}\right|^{2} \tag{42}
\end{gather*}
$$

where $\mathbf{U}_{\mathbf{G}, S V D}^{[k, c]} \in \mathbb{C}^{d \times d}\left(\mathbf{U}_{\mathbf{F}, S V \mathrm{D}}^{[k, c]} \in \mathbb{C}^{d \times d}\right)$ and $\mathbf{V}_{\mathbf{G}, \mathrm{SVD}}^{[k, c]} \in$ $\mathbb{C}^{d \times d}\left(\mathbf{V}_{\mathbf{F}, \mathrm{SVD}}^{[k, c]} \in \mathbb{C}^{d \times d}\right)$ are the left and right singular matrices for the effective MIMO channel matrix $\mathbf{U}_{\mathbf{G}, \mathrm{IA}}^{[k, c] H} \mathbf{G}_{c}^{[k, c]} \mathbf{V}_{\mathbf{G}, \mathrm{IA}}^{[k, c]}\left(\mathbf{U}_{\mathbf{F}, I \mathrm{~A}}^{[k, c] H} \mathbf{F}_{[k, c]}^{[k, c]} \mathbf{V}_{\mathbf{F}, \mathrm{IA}}^{[k, c]}\right)$ which can be obtained using the singular value decomposition (SVD) as

$$
\begin{align*}
& \mathbf{U}_{\mathbf{G}, \mathrm{IA}}^{[k, c] H} \mathbf{G}_{c}^{[[k]]} \mathbf{V}_{\mathbf{G}, \mathrm{IA}}^{[k, c]}=\mathbf{U}_{\mathbf{G}, \mathrm{SVD}}^{[k, c]} \boldsymbol{\Sigma}_{c, \mathbf{G}}^{[k, c]} \mathbf{V}_{\mathbf{G}, \mathrm{SVD}}^{[k, c] H}  \tag{40}\\
& \mathbf{U}_{\mathbf{F}, \mathrm{IA}}^{[k, c] H} \mathbf{F}_{[k, c]}^{[k, c]} \mathbf{V}_{\mathbf{F}, \mathrm{IA}}^{[k, c]}=\mathbf{U}_{\mathbf{F}, \mathrm{SVD}}^{[k, c]} \boldsymbol{\Sigma}_{c, \mathbf{F}}^{[k, c]} \mathbf{V}_{\mathbf{F}, \mathrm{SVD}}^{[k, c] H} \tag{41}
\end{align*}
$$

where $\boldsymbol{\Sigma}_{c, \mathbf{G}}^{[k, c]}\left(\boldsymbol{\Sigma}_{c, \mathbf{F}}^{[k, c]}\right)$ is the singular value matrix for the effective MIMO channel matrix.

## ApPENDIX B

CALCULATION OF (26)
Similar to the AF scheme, by assuming i.i.d. Gaussian signaling, the achievable sum rate for the DF scheme given in (26) can be rewritten as

$$
R_{\mathrm{DF}}^{\Sigma}=\frac{1}{2} \sum_{c=1}^{C} \sum_{k=1}^{K} \sum_{i=1}^{d} \log _{2}\left(1+\Psi_{i, \mathrm{DF}}^{[k, c]}\right)
$$

where $\Psi_{i, \mathrm{DF}}^{[k, c]}$ is the SINR of the $i$ th received stream corresponding to the second phase of the protocol.

This parameter can be computed as $\Psi_{i, \mathbf{F}}^{[k, c]}$ in (37). Similar to the AF case, for the DF scheme, the precodig and postcoding matrices can be obtained as (39) and (41).

## Appendix C <br> Derivation of the DoF

Substituting (26) into (27), the DoF at MS ${ }^{[k, c]}$ can be computed as [15]

$$
\begin{aligned}
& \hat{d}_{\mathrm{DF}}^{[k, c]}=\lim _{P \rightarrow \infty} \frac{R_{\mathrm{DF}}^{[k, c]}}{\log _{2}(P)} \\
& =\frac{1}{2} \lim _{P \rightarrow \infty}\left\{\frac { 1 } { \operatorname { l o g } _ { 2 } ( P ) } \operatorname { l o g } _ { 2 } \operatorname { d e t } \left[\mathbf{I}_{d}+\left(\sigma_{n}^{2} \mathbf{I}_{d}\right.\right.\right. \\
& \left.\left.\left.+\mathbf{J}_{\mathbf{F}}^{[k, c]} \mathbf{J}_{\mathbf{F}}^{[k, c] H}\right)^{-1} \mathbf{S}_{\mathbf{F}}^{[k, c]} \mathbf{S}_{\mathbf{F}}^{[k, c] H}\right]\right\} \\
& =\frac{1}{2}\left[\operatorname { l i m } _ { P \rightarrow \infty } \left\{\frac { 1 } { \operatorname { l o g } _ { 2 } ( P ) } \operatorname { l o g } _ { 2 } \operatorname { d e t } \left[\left(\sigma_{n}^{2} \mathbf{I}_{d}\right.\right.\right.\right. \\
& \left.\left.\left.\left.+\mathbf{J}_{\mathbf{F}}^{[k, c]} \mathbf{J}_{\mathbf{F}}^{[k, c] H}\right)^{-1} \mathbf{S}_{\mathbf{F}}^{[k, c]} \mathbf{S}_{\mathbf{F}}^{[k, c] H}\right]\right\}\right]^{+} \\
& =\frac{1}{2}\left[\operatorname { l i m } _ { P \rightarrow \infty } \left(\frac{\log _{2} \operatorname{det}\left[\mathbf{S}_{\mathbf{F}}^{[k, c]} \mathbf{S}_{\mathbf{F}}^{[k, c] H}\right]}{\log _{2}(P)}\right.\right. \\
& \left.\left.-\frac{\log _{2} \operatorname{det}\left[\sigma_{n}^{2} \mathbf{I}_{d}+\mathbf{J}_{\mathbf{F}}^{[k, c]} \mathbf{J}_{\mathbf{F}}^{[k, c] H}\right]}{\log _{2}(P)}\right)\right]^{+} \\
& =\frac{1}{2}\left[\operatorname { l i m } _ { P \rightarrow \infty } \left(\frac{\sum_{i=1}^{\operatorname{rank}\left(s_{\mathbf{F}}^{[k, c]}\right)} \log _{2}\left(\lambda_{i}\left(s_{\mathbf{F}}^{[k, c]} \mathbf{s}_{\mathbf{F}}^{[k, c] H}\right)\right)}{\log _{2}(P)}\right.\right. \\
& \left.\left.-\frac{\sum_{i=1}^{\operatorname{rank}\left(\left[\mathbf{J}_{\mathbf{F}}^{[k, c]}\right)\right.} \log _{2}\left(\lambda_{i}\left(\mathbf{J}_{\mathbf{F}}^{[k, c]} \mathbf{J}_{\mathbf{F}}^{[k, c] H}\right)+\sigma_{n}^{2}\right)}{\log _{2}(P)}\right)\right]^{+} \\
& =\frac{1}{2}\left[\operatorname { l i m } _ { P \rightarrow \infty } \left(\frac{\sum_{i=1}^{\operatorname{rank}\left(\mathbf{S}_{\mathbf{F}}^{[k, c]}\right)} \log _{2}\left(\mathbf{S}_{\mathbf{F}, i}^{[k, c]} \mathbf{S}_{F, i}^{[k, c] H}\right)}{\log _{2}(P)}\right.\right. \\
& \left.\left.-\frac{\sum_{i=1}^{\mathrm{rank}\left(\mathrm{~J}_{\mathbf{F}}^{[k, c]}\right)} \log _{2}\left(\mathbf{J}_{\mathbf{F}, i}^{[k, c]} \mathbf{J}_{\mathbf{F}, i}^{[k, c] H}+\sigma_{n}^{2}\right)}{\log _{2}(P)}\right)\right]^{+} \\
& =\frac{1}{2}\left[\operatorname { l i m } _ { P \rightarrow \infty } \left(\frac{\sum_{i=1}^{\operatorname{rank}\left(\mathbf{s}_{\mathbf{F}}^{[k, c]}\right)} \log _{2}\left(P c_{i, \mathbf{S}}\right)}{\log _{2}(P)}\right.\right. \\
& \left.\left.-\frac{\sum_{i=1}^{\operatorname{rank}\left(\mathrm{J}_{\mathrm{F}}^{[\mathrm{K}, c]}\right)} \log _{2}\left(P c_{i, \mathrm{~J}}+\sigma_{n}^{2}\right)}{\log _{2}(P)}\right)\right]^{+} \\
& =\frac{1}{2}\left[\operatorname { l i m } _ { P \rightarrow \infty } \left(\frac{\sum_{i=1}^{\mathrm{rank}\left(\mathbf{s}_{\mathbf{F}}^{[k, c]}\right)} \log _{2}(P)}{\log _{2}(P)}\right.\right.
\end{aligned}
$$

$$
\left.\left.-\frac{\sum_{i=1}^{\mathrm{rank}\left(\mathrm{~J}_{\mathrm{F}}^{[k, c]}\right)} \log _{2}(P)}{\log _{2}(P)}\right)\right]^{+}
$$

$$
=\frac{1}{2}\left[\operatorname{rank}\left(\mathbf{S}_{\mathbf{F}}^{[k, c]}\right)-\operatorname{rank}\left(\mathbf{J}_{\mathbf{F}}^{[k, c]}\right)\right]^{+}
$$

where $\mathbf{S}_{\mathbf{F}, i}^{[k, c]}$ and $\mathbf{J}_{\mathbf{F}, i}^{[k, c]}$ are the $i$ th rows of $\mathbf{S}_{\mathbf{F}}^{[k, c]}$ and $\mathbf{J}_{\mathbf{F}}^{[k, c]}$, respectively. Also $c_{i, \mathbf{S}}$ and $c_{i, \mathrm{~J}}$ are two constant values, where $0<c_{i, \mathbf{S}} \ll+\infty$ and $0<c_{i, \mathrm{~J}} \ll+\infty$.
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