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Abstract—Text classification has a wide range of applications such as: spam filtering, automated indexing of scientific articles, 

identifying the genre of documents, news monitoring, and so on.  Text datasets usually contain much irrelevant and noisy 

information which eventually reduces the efficiency and cost of their classification. Therefore, for effective text classification, 

feature selection methods are widely used to handle the high dimensionality of data. In this paper, a novel feature selection 

method based on the combination of information gain and FAST algorithm is proposed. In our proposed method, at first, the 

information gain is calculated for the features and those with higher information gain are selected. The FAST algorithm is then 

used on the selected features which uses graph-theoretic clustering methods. To evaluate the performance of the proposed 

method, we carry out experiments on three text datasets and compare our algorithm with several feature selection techniques. 

The results confirm that the proposed method produces smaller feature subset in shorter time. In addition, the evaluation of a 

K-nearest neighborhood classifier on validation data show that, the novel algorithm gives higher classification accuracy. 

Keywords-Feature selection, Information gain, text categorization, FAST algorithm. 

 

I.  INTRODUCTION  

The goal of text classification is to categorize a 

document or text into predetermined classes based on 

the terms of the text. Text categorization is a well-

studied problem. A main difficulty of text 

classification is that often text dataset has a lot of 

words which increases the computational complexity 

of text categorization and may results of low accuracy 

of classification, because of irrelevant and redundant 

terms in feature space. As a solution to this problem, 

feature selection techniques are used.  

 
* Corresponding Author 

Feature selection is a process that selects a subset from 

basic feature set based on some feature importance 

measure. 

Lewis and Ringutte [1] used the information gain 

criterion for feature selection in text dataset. Wiener et 

al. [2] applied mutual information and chi-square to 

select features. Yang [3] and Schutze et al. [4] used 

PCA to find orthogonal dimensions in the vector space 

of texts. 

Hierarchical clustering has been widely used for word 

selection in the context of text classification (e.g. [5], 
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[6], [7]). Distributional clustering has also been used 

for grouping the words. It can be performed based on 

the participation of the word in particular grammatical 

relations with other words [5], or based on the 

distribution of class labels associated with each word 

[6]. Since distributed clustering of words is 

agglomerative and has high computational cost, 

Dhillon et al. [7] proposed a new information-theoretic 

divisive algorithm for word clustering.  

Butterworth et al. in [8], proposed a method to cluster 

the features using a special metric of Barthelemy-

Montjardet distance. They used dendrogram of the 

resulting cluster hierarchy to choose the most relevant 

attributes. Unfortunately, the feature subset identified 

by the cluster evaluation measure based on 

Barthelemy-Montjardet distance, does not allow the 

classifier to improve the original performance 

accuracy. Furthermore, even compared with other 

feature selection methods, the obtained accuracy is 

lower. The FAST algorithm introduced by Song et al. 

[9], uses graph clustering for feature selection. This 

algorithm works in two steps. In the first step, features 

are divided into clusters by using graph-theoretic 

clustering methods. In the second step, the most 

representative feature that is strongly related to target 

classes is selected from each cluster to form the final 

subset of features. Features in different clusters are 

relatively independent; the clustering based strategy of 

FAST has a high probability of producing a subset of 

useful and independent features. FAST algorithm use 

a method based on minimum spanning tree (MST) to 

cluster the features. But it does not assume that data 

points are grouped around centres or separated by a 

regular geometric curve [9].  

Sabbah et al. [10] presented the Support Vector 

Machine based Feature Ranking Method (SVM-FRM) 

in which the weighting and ranking of features are 

based on the SVM learning algorithm. After that, they 

applied hybridization techniques to enhance the 

efficiency of SVM-FRM method in some 

experimental situations. 

 Rehamn et al. in [11] introduced a new feature 

ranking metric, namely normalized difference 

measure (NDM) which considers the relative 

document frequencies of a term in both positive and 

negative classes while determining the rank of a term. 

 In [12], the authors provide an in-depth analysis on 

feature selection step for text classification, and 

propose a novel strategy for selecting the features 

automatically. They formulated the feature selection 

process as a multiple objectives optimization problem, 

and identified the best number of selected features for 

each document automatically, rather than determining 

a fixed threshold to optimize the overall classification 

accuracy for different categories. 

In this paper, information gain measure and FAST 

algorithm are combined to produce an appropriate 

feature subset for text datasets.  

 

The purpose of this combination is two-fold. Firstly, 

FAST has a high probability of producing a subset of 

useful and independent features because of its 

clustering-based strategy. Secondly, an advantage of 

information gain is that due to the factor –p.log(p) in 

the entropy definition, leafs with a small number of 

instances are assigned less weight. Therefore, this type 

of combination leads to producing smaller feature 

subset in a very lower time in comparison with the 

original FAST algorithm. 

In the first step, the proposed method calculates 

information gain of features, and then removes lower 

values features. Thereafter, the FAST algorithm is 

applied on these features to select the final feature 

subset.  

The rest of this paper is organized as follows: in 

Section II, short background information about 

information gain (IG) is given. The proposed method 

is then discussed in Section III. Section IV is devoted 

to experimental results. Finally, in Section V, we 

outline the main conclusions. 
 

II.  BACKGROUND AND RELATED WORKS 

A. Feature selection 
Feature selection methods can be classified into the 

filter, wrapper, and hybrid approaches (see Fig. 1). 
Filter methods use an information theoretic criterion to 
evaluate the goodness of a feature or a set of features. 
In the wrapper approach, a classifier is used and trained 
to evaluate a set of prominent features [13]. However, 
due to a learning model being involved in the searching 
process of the wrapper approach, these methods often 
suffer from high computational cost and loss of 
generality. The hybrid approach takes the advantages 
of both filter and wrapper approaches. Filter methods 
are fast enough and their results do not rely on a 
specific classifier and thus are appropriate for real-
world applications.  

 

 

Figure 1.  Feature selection methods. 

 

B. Information Gain 
Information gain (IG) is a feature evaluation method 
which is used in the field of machine learning. In 
feature selection, IG measures the amount of 
information provided by the features for the target 
feature. This measure is defined as (1): 
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𝑰𝑮(𝒕)

=  − ∑ 𝑷𝒓(𝑪𝒊)
𝒎

𝒊=𝟏
𝐥𝐨𝐠𝟐 𝑷𝒓(𝑪𝒊)

+  𝑷𝒓(𝐭) ∑ 𝑷𝒓 (𝒄𝒊 |𝒕)
𝒎

𝒊=𝟏
𝐥𝐨𝐠𝟐 𝑷𝒓(𝒄𝒊 |𝒕𝒊)

+ 𝑷𝒓( t ) ∑ 𝑷𝒓

𝒎

𝒊=𝟏

(𝒄𝒊 | t )  𝐥𝐨𝐠𝟐 𝑷𝒓(𝒄𝒊 | t ) 

(1)  

 

where, C is a set of categories. For each unique term, 
we calculate the IG measure, and remove the terms 
from the feature space whose IG was less than a 
predefined threshold. 

FAST algorithm composed of two components: 
irrelevant feature removal and redundant feature 
elimination. This algorithm involves 1) removing 
irrelevant features, 2) constructing a minimum 
spanning tree from relative ones, and 3) partitioning the 
MST and selecting representative features. 

C. Related works 
Previous studies have shown that filter-based 

methods are much successful than others. From one 
point of view, the filter-based methods are categorized 
into univariate and multivariate methods. Univariate 
methods used an information theoretic criterion to 
evaluate the relevancy of features to the target class.  
Up to this time, several univariate criteria have been 
proposed in the literature such as Information Gain (IG) 
[14], Mutual Information (MI) [15, 16], Document 
Frequency (DF) [17], Term strength (TS), Bi-normal-
Separation (BNS) [18], Odds Ratio (OR) [13], Relative 
Discrimination Criterion (RDC) [19], Fisher Score  

(FS) [20], and Laplacian Score (LS) [21]. Univariate 
methods are effective to evaluate features, considering 
their relevance to the target class. However, they ignore 
the correlation between features, and these methods 
cannot identify the redundant features. Multivariate 
methods consider both the relevancy of features with 
the target class and the correlation between selected 
features in their ranking processes. There are some 
multivariate methods, including minimal redundancy 
maximal relevance (mRMR) [22], Relevance 
redundancy feature selection (RRFS) [23], MIFS [24], 
Normalized mutual information feature selection 
(NMIFS) [25], MIFS-U [26], Unsupervised feature 
selection based on Ant Colony Optimization 
(UFSACO) [27], and Multivariate RDC (MRDC) [28]. 
All these methods identify prominent features by 
optimizing a single objective function. From the other 
point of view, filter-based feature selection methods 
can be categorized into ranking-based and subset 
selection-based methods [29]. Ranking-based methods 
first assign a relevance value to each feature using a 
univariate or a multivariate criterion, and then sort the 
features and select those of the top high scores. For 
example, in [19] an efficient univariate criterion, called 
RDC, is proposed for assigning a rank value for each 
term in the text classification task. RDC assigns high 
scores to those terms that appear frequently in a 
specific class. In [11], a text specific criterion, called 
Normalized Difference Measure (NDM), is proposed 
which takes into account the relative document 
frequencies. Some univariate methods such as IG [14], 
MI [15, 16], DF [17], TS BNS [18], OR [13], RDC 
[19], FS [20], SU [30], and LS [21] are also categorized 
as ranking-based methods. 

 

TABLE I.  META -HEURISTIC BASED FEATURE SELECTION METHODS.

Methods Type 

 

Search Method 

 

Application 

MRDC[28] Filter/SSB Multivariate Greedy Textual  

RRFS[23] Filter Multivariate Greedy Numeric  

mRMR[22] Filter Multivariate Greedy Textual/Numeric 

RRFSACO[35] Filter/SSB Multivariate ACO Numeric  

GCACO[33] Filter/SSB Multivariate ACO Numeric  

RDC[19] Filter-RB Univariate Textual  

DFS[36] Filter-RB Univariate Textual  

NDM[11] Filter-RB Univariate Textual  

F-Score[20] Filter-RB Univariate Textual/Numeric 

Gini-Index[37] Filter-RB Univariate Textual/Numeric 

MI[15] Filter-RB Univariate Textual/Numeric 

LS[21] Filter-RB Univariate Numeric  

DF[17] Filter-RB Univariate Textual  

IG[14] Filter-RB Univariate Textual/Numeric  

BNS[18] Filter-RB Univariate Textual  

CHI[38] Filter-RB Univariate Textual/Numeric 

GR[39] Filter-RB Univariate Numeric  

 

Although ranking-based methods require low 
computational resources, all these methods consider 
only the relevancy of the features and neglect the 
redundancy with others.  Identifying a set of optimal 
feature subset that results in building a learning model 
with maximum accuracy is an NP-hard problem [29]. 
To overcome this issue, the subset selection-based 
methods seek to find a near optimal feature set by 
applying some heuristic or meta-heuristic methods. For 

example, Relevance redundancy feature selection 
(RRFS) [23], Mutual information feature selector 
(MIFS) [24], Normalized mutual information feature 
selection (NMIFS) [25], MIFS-U [26], MIFS-ND[31], 
JMIM [32], Online Streaming Feature selection based 
on Mutual Information (OSFMI) and MRDC [28] use 
sequential forward or backward selection as type of 
greedy search strategy, and thus they easily trap into a 
local optima.  To solve this issue, some researchers 
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have focused on applying nature-inspired methods 
such as Genetic Algorithm (GA), Particle Swarm 
Optimization (PSO), and Ant Colony Optimization 
(ACO) to find a near optimal subset.   

Many of the existing methods consider the feature 
selection task as a single-objective optimization 
problem. For example, the author of [27], proposed an 
unsupervised filter method for feature selection. Their 
method called UFSACO employed ACO to search 
through the feature space and proposed a feature 
counting metric to evaluate a subset of features. The 
same authors extended this work and proposed 
RRFSACO [35] which considers both relevancy and 
redundancy of features in the search process of ants in 
ACO. In GCACO [33] and MGCACO [34] the graph 
clustering with ACO was used for feature selection. All 
these methods use some specific information theoretic 
criterion to evaluate a set of features. The difference 
between these methods is based on different evaluation 
functions and different search strategies. Most of these 
methods use various types of relevancy metrics and 
ignore the redundancy between features. Although 
these methods are successful in finding valuable 
feature sets, they often have some major issues.  

Table 1 summarizes the main properties of meta-
heuristic based feature selection methods. This table 
reports three main properties including, feature 
selection type, search method, and application domain.  

 

III. PROPOSED METHOD 

 
We present a novel feature selection technique based 
on Information gain criteria and FAST algorithm. 
Before presenting our method, we describe concepts of 
relevant feature and redundant feature. Irrelevant 
features, along with redundant features, severely affect 
the accuracy of the learning machines [40]. Thus, 
feature subset selection method must be able to identify 
and remove irrelevant and redundant information as 
much as possible. Meanwhile, a good feature subset 
contain features highly correlated with (predictive of) 
the class, yet uncorrelated with (not predictive of) each 
other. Traditional definitions of relevant and redundant 
features are defined as follows [41]. Suppose F to be 
the full set of features, Fi ∊ F be a feature, Si = F – {Fi} 

and Si  Si. Let si be a value-assignment of all features 

in Si, fi a value-assignment of feature Fi, and c a value-
assignment of target concept C. relevant and redundant 
feature definition can be formalized as follows: 

Definition 1 (Relevant Feature). Fi is relevant to the 

target concept C if and only if there exists some si, fi, 

and c, such that, for probability p(Si = si, Fi = fi)  0 

𝑝(𝐶 = 𝑐 | 𝑆𝑖  =  𝑠𝑖 , 𝐹𝑖 =  𝑓𝑖)  𝑝(𝐶 = 𝑐 | 𝑆𝑖  =  𝑠𝑖) 

Otherwise, feature 𝐹𝑖 is an irrelevant feature. 

Definition 2 (Markov Blanket). Given a feature Fi ∊ 

F, let Mi  F (Fi  Mi), Mi is said to be a Markov 
blanket for Fi if and only if: 

𝑝(𝐹 − 𝑀𝑖 − {𝐹𝑖}, 𝐶 |𝐹𝑖 , 𝑀𝑖)
= 𝑝(𝐹 − 𝑀𝑖 − {𝐹𝑖}, 𝐶 |𝑀𝑖). 

Definition 3 (Redundant Feature). Let S be a set of 

features, a feature in S is redundant if and only if it 

has a Markov Blanket within S. 

 

Theory of relevant feature and redundant feature is in 

terms of feature correlation and feature-target 

correlation. 

The symmetric uncertainty (SU) [42] is derived from 

the mutual information by normalizing it to the 

entropies of feature values or feature values and target 

classes, and has been used to evaluate the goodness of 

features for classification by a number of researchers 

(e.g. Yu and Liu [31], [43], Zhao and Liu[44], [45]). 

In FAST algorithm, authors choose symmetric 

uncertainty as the measure of correlation between 

either two features or a feature and the target feature. 

The symmetric uncertainty is defined as follows [42]: 

 

𝑺𝑼(𝑿, 𝒀) =  
𝟐 × 𝑮𝒂𝒊𝒏(𝑿|𝒀)

𝑯(𝑿) + 𝑯(𝒀)
 

( 2 ) 

 

where, H(X) is the entropy of feature X and is defined 

as follows: 

𝑯(𝑿) =  − ∑ 𝒑(𝒙) 𝐥𝐨𝐠
𝟐

𝒑(𝒙)

𝒙 ∈𝑿

 ( 3 ) 

    

Gain (X|Y) is the additional information about 

random variable Y that provided by X. It is defined 

as (4): 

 
𝑮𝒂𝒊𝒏(𝑿|𝒀) = 𝑯(𝑿) − 𝑯(𝑿|𝒀)

= 𝑯(𝒀) − 𝑯(𝒀|𝑿) 

(4) 

where, H (X|Y) is the entropy of X after observing 

variable Y. This measure is defined by (5): 

 

𝑯(𝑿|𝒀) =  − ∑ 𝑷(𝒚𝒋) ∑ 𝑷(𝒙𝒊|𝒚𝒋) 𝐥𝐨𝐠𝟐 𝑷(𝒙𝒊|𝒚𝒋)𝒊𝒋

  

(5) 

SU values normalized to the range [0, 1], the value 1 

of SU(X, Y) shows that X and Y are completely 

dependent. The value of 0 indicates that X and Y are 

independent.  

 

Definition 4 (F_redundancy). Let S = {F1, F2, …, Fi, 

… , Fk<|F|} be a cluster of features. If Fj ∊ S, SU (Fj, 

C) ≥ SU (Fi, C) ˄ SU (Fi, Fj) > SU (Fi, C) is always 

corrected for each Fi ∊ S (i j), then Fi is redundant 

feature with respect to the given Fj (i.e., each Fi is an 

F-redundancy). 
 

The proposed method consists of two main steps as 
follows (see Figure 2): 

1. In the first step, information gain is calculated 
for each term using (1). Then, the p percent of 
features with higher information gain is 
selected. 

2. The second step of the proposed technique, 
related to FAST algorithm [9], consists of three 
main steps, as follows: 

i) In this phase, for each selected term in 
step 1, correlation to target feature using 
(2), is calculated. Then features whose 

Volume 11- Number 4 – Autumn 2019 (40 -47) 
 

43 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

ur
na

l.i
tr

c.
ac

.ir
 o

n 
20

25
-1

1-
22

 ]
 

                               4 / 8

http://journal.itrc.ac.ir/article-1-446-en.html


this measure is less than a predefined 
threshold, are removed from the feature 
space. 

ii) In this phase, correlation between all 
terms is calculated (using (2)), the 
weighted complete graph using this terms 
and their correlation is built. Then, 
minimum spanning tree of this graph is 
constructed. 

iii) In last part of our method (which is same 
as FAST algorithm), the MST is 
partitioned into sub-trees by eliminating 
edges that their weights are lower than 
correlation of both nodes with target 
feature. This work redounds to rising 
clusters or trees that their features are 
redundant according to definition (4). 
Hence selecting of only one feature from 
each cluster for forming feature subset, is 
efficient. Thus, we select the features by 
highest correlation with target from each 
cluster as representative feature of 
clusters. 

Pseudo-code of our proposed method (IG + FAST) 

can be formalized as follows:  

 

Algorithm 1 IG + FAST 

// Part 1 
1) Calculate information gain of all terms using 

(1) 
2) Select p% of best features in terms of IG 

value 
 
// Part 2 

3) For each selected term T in previous 
phase, calculate SU(T, C) using (2) 

4) Remove features with SU lower than 
predefined threshold 
 
// Part 3 

5) Calculate correlation between features 
that are selected in step 6, using (2) 

6) Create a complete graph that weight of 

edge of between Fi and Fj equals to 

SU(Fi, Fj) 
7) Create MST of this graph by Prime 

algorithm 
 
// Part 4  

8) Delete those Eij edges that SU (Fi, Fj) < 

SU (Fi, C) ˄ SU (Fi, Fj) < SU (Fj, C) 

9) For each tree or cluster select the feature 
with maximum SU 

 

Figure 2.  Framework of the proposed method. 

 

IV. PEFORMANCE EVALUATION 

 

In this section, we study the effectiveness of our 

approach and compare the results obtained by 

IG+FAST w.r.t. similar algorithms namely, FAST, DF 

+ FAST, MI + FAST and CHI + FAST. 

 

A.     Description of Data Sets 

We applied our proposed method on the following 

datasets to evaluate and compare its performance. 
 

1) tr23.wc: multi- class (1-of-n) text dataset 

denoted by George Forman. This data set contains 204 

instances and its feature space has 5832 dimension, the 

number of classes is 6. 
 

2) fbis.wc: multi- class text which contains 2463 

instances and its feature space has 2000 dimension, 

and the number of classes is 17. 

 

3) tr21.wc: multi- class (1-of-n) text dataset 

denoted by George Forma. This data set containing 

336 instances and its feature space has 7902 

dimension, the number of classes is 6. 

 

B.     Evaluation environment and conditions 

The proposed method was implemented in Matlab, 
on a computer with Intel® Core™ i7 CPU 2.67 GHz 
and 8 GB of memory.  

 

To have a more precise evaluation of the 
performance of our proposed algorithm, all approaches 
have been run ten times and the average values are 
reported. In DF+FAST method, we combined 
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document frequency with FAST instead of information 
gain, and in MI+FAST we combined mutual 
information measure with FAST and in CHI + FAST, 
we used chi-square measure for combining with FAST 
algorithm. We used KNN classifier to classify datasets 
before and after feature selection for all different types 
of feature selection algorithms. The relevant threshold 
for all datasets was set to 0.04, and p parameter was set 
as 20 percent. 

We evaluate the performance of the feature subset 
selection algorithms, by means of the following three 
metrics, 1) the proportion of selected features 2) the 
time to obtain the feature subset, 3) the classification 
accuracy. The proportion of selected features is the 
ratio of the number of features selected by a feature 
selection algorithm to the original number of features 
of a data set. 

 

C.   Results and Analysis 

1) Proportion of selected features: Table 2 records 

the proportion of the five feature selection algorithms 

for each data set. In general, all of them achieve 

significant reduction of feature space. 

 

TABLE II.  PROPORTION OF SELECTED FEATURES OF 

THE FIVE ALGORITHMS. 

Data set 
IG + 

FAST 
FAST 

DF + 

FAST 

MI + 

FAST 

CHI + 

FAST 

tr23.wc 0.07 0.15 0.09 0.05 0.1 

fbis.wc 0.19 0.8 0.13 0.2 0.2 

tr21.wc 0.07 0.1 0.05 0.05 0.15 

 

From this, we observe that, generally all five 

algorithms achieve significant reduction of 

dimensionality by selecting only a small portion of the 

basic features. Our proposed algorithm produces 

smaller feature subset compared to FAST algorithm. 

MI + FAST for tr23.wc and tr21.wc has best 

performance in reducing feature space.  
 

2) Run-time of algorithm: Table 3 shows the run 

time of the five feature selection algorithms for each 

dataset.  

TABLE III.  RUN TIME (IN SECONDS) OF THE FIVE 

ALGORITHMS. 

Data set 
IG + 

FAST 
FAST 

DF + 

FAST 

MI + 

FAST 

CHI + 

 FAST 

tr23.wc 827 1670 675 857 801 

fbis.wc 170 514 85 185 168 

tr21.wc 375 1254 336 984 979 

 

It can be observed that our proposed algorithm 

compared to FAST algorithm, produces feature subset 

in a shorter time. DF + FAST for all dataset have 

shortest run-time, because time complexity of 

document frequency measure is low. 
 

3) Classification accuracy of KNN classifier:  

Figure 3 shows accuarcy of KNN classifier on the 

three data sets before and after each feature selection 

technique. 

 

 

Figure 3.  Classification accuracy of KNN classifier. 

 

It is obviously concluded that, for tr23.wc data set, 

the proposed algorithm after MI + FAST has best 

accuracy. For fbis.wc data set, IG + FAST, MI + FAST 

and CHI + FAST have best accuracy. For tr21.wc data 

set after FAST, IG + FAST have best classification 

accuracy. For tr21 data set compared with original data, 

IG + FAST algorithm increases the classification 

accuracy by 1.8 percent. 

Finally, in terms of classification accuracy, from 

Figure 3 we observe that in general, our proposed 

method obtains the rank of 1, and CHI+FAST ranks 2; 

Although MI+FAST provides the best accuracy for 

tr23.wc data set, it stands in the 3rd place when 

considering overall accuracy in all datasets. 

 

V. CONCLUSION 

In this paper, a new feature selection technique, 

which combines information gain measure and FAST 

algorithm, has been introduced. We have compared 

the performance of the proposed algorithm with four 

feature selection methods, namely, FAST, DF + 

FAST, MI+FAST and CHI+FAST on three text data 

sets from the three aspects of the proportion of selected 

features, runtime and classification accuracy of KNN 

classifier. Results show that IG + FAST algorithm 

improves classification accuracy, and in a shorter time, 

produces smaller feature subset, as well. As the future 

work, one could explore different types of correlation 

measures, and study some formal properties of feature 

space. Meanwhile, some more Meta-heuristic based 

feature selection methods can be investigated for text 

classification. 
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