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Abstract— Spatial-temporal coordination problem (STCP) plays a critical role in urban search and rescue (USAR) 

operations. Artificial Intelligence has tried to tackle this problem by taking advantage of multi-agent systems, GIS, 

and intelligent algorithms to enhance the task allocation by establishing collaboration between human agents and 

intelligent assistant agents. This paper presents a model based on cellular learning automata (CLA) to improve the 

teamwork interaction between human-agent teams in performing the distributed tasks. In this model, the main 

objective is to add the learning ability to the assistant agents in a way that they can guide human-agent toward the 

optimal decision(s). The effectiveness of the proposed model is evaluated on different scenarios of an earthquake 

simulation. Results indicate that the proposed model can significantly improve the rescue time and the maximum 

distance traveled by the rescue teams. 

Keywords- Spatial-Temporal Coordination, Human-agent Interaction, Multi Agent System, Cellular Learning Automata, 

Earthquake Emergency Response, GIS. 

 

 

 

 
I. INTRODUCTION  

In the recent years, we have witnessed a growing 
number of natural disasters which have threatened the 
human safety. Earthquake is a typical paradigm of the 

destructive side of nature which still kills so many 
people all around the world. Therefore, USAR is of a 
great importance in saving peoples’ lives. USAR 
contains locating, rescuing and treating the injured 
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people trapped in collapsed buildings. In this 
operation, a collection of software agents, robots, 
rescue teams, crisis managers and crisis management 
organizations are interacting with each other to 
provide necessary assistance in a short period of time. 
Therefore, the main task of USAR operations is to 
determine who should do what, when and where.  

Lots of efforts have been expended to enhance the 
performance of crisis management process [1, 2, 3, 4, 
5, 6]. Crisis management involves multiple 
organizations and teams, geographically distributed 
operations, and its domain is characterized by: huge 
amount of data, uncertainty, ambiguity, multiple 
stakeholders with different aims and objectives, 
limited resources, and a necessary requirement for 
distributed control and decision making [4]. Crisis 
management systems design should include: 1) 
filtering and data fusion methods, 2) decision-making 
and machine learning methods, 3) manage the 
interaction between multiple actors by design of 
interaction mechanism methods such as multi-agent 
systems, 4) large studies of system architecture and 
information exchange topologies [1, 4]. 

One of crisis management process is the use of multi-
agent systems. A multi-agent system (MAS) is a 
system composed of multiple interacting intelligent 
agents within an environment. The agents in a multi-
agent system could equally well be robots, humans, 
and may contain combined human-agent teams. 
Multi-agent systems can be used to solve problems 
which are difficult or impossible for an individual 
agent to solve such as crisis response. In MAS, agent 
characteristics are autonomy, local view of 
environment, and capability of learning, planning, 
coordination and decentralized decision making. 
Another important research field in crisis response is 
the agent-based modeling and simulation. Several 
multi-agent systems have been introduced over the 
past decade for managing the hazardous events and 
simulating emergency responses. Some of these 
multi-agent systems include [1, 2, 7, 8, 9, 10, 11]: 
DrillSim, ALADDIN, RoboCup Rescue, FireGrid, 
Wiper, and DEFACTO. 

Many studies have been made in the past to 
examine the interaction of human with a team of 
software agents [12, 13, 14, 15]. For example, Fong et 
al. [16] introduced an approach for remote control of 
multiple robots with the assistance of human-robot 
interaction. The efforts relevant to coordination of 
human-robot teams in space exploration, humans-
robots-agents teamwork collaboration for teaching 
relief tasks in the incidence of a crisis have also been 
taken into account [14, 17, 18]. Previous works 
reported significant progress on the improvement of 
human-agents teamwork through integrated 
architectures designed based on proxy [14], adjustable 
autonomy agent (AA) [17], and human-agent dialogue 
[12]. 

 Despite the fact that mentioned studies have made 
a significant contribution to the field, they still suffer 
from two major limitations. First, the current studies in 
remote human-agents interaction do not directly utilize 
the human perception for solving specific problems 
yet. Although several techniques exist that provide 

remote visualization through video streams, these 
methods do not utilize human intuition [16]. Second, 
the agent team is not flexible enough. On one hand, 
there are a number of cases that human users should 
make most of decisions. On the other hand, the role of 
human agents on decision-making may be completely 
eliminated in some cases. To improve the above 
disadvantages, in [19], the authors combined software 
proxy architecture and a three-dimensional 
visualization system in DEFACTO. 

In general, the main motivation of researchers in 
this domain is to provide decision-making support 
systems to facilitate the coordination of the people in 
real-world situations. Such systems require 
synchronization, monitoring, planning, scheduling, 
management of uncertain data and distributiveness 
[20]. Therefore, researchers have tried to develop 
fundamental multi-agent systems from decision-
making support systems to improve the performance 
of human activities in the environment. It is worth 
noticing that this method also suffers from two 
problems. First, the process of decision-making by the 
agents is not flexible. Second, there is no interaction 
among the population of agents. Task allocation is still 
an active research area [18] and several numbers of 
recent publications dedicated to this topic [21, 22, 23, 
24, 25]. 

To address the above issues, this paper aims to 
apply a stochastic algorithm based on cellular learning 
automata to design the architecture of distributed 
intelligent agents in a way that the agents can make the 
best decision for task allocation. 

In order to better describe our model, this paper is 
organized as follows: description of the proposed 
model is presented in section II. In section III, we 
propose our cellular learning automata based model. 
Section IV describes the implementation of a 
geospatial simulation environment for spatially 
distributed intelligent assistant agents using Visual 
Studio, software on .Net framework and C# 
programming language. Simulation results and 
discussions are given in section V. 

II. DESCRIPTION OF THE PROPOSED MODEL 

A. Modeling the problem 

The very first step in proposing an effective 
solution to the spatial-temporal coordination problem 
is to enhance the modeling phase. In the following, we 
explain the task, dependent operations, required 
specifications, and working procedure of our model. 

At the beginning of the process, the information 
related to the location of critical places and predicted 
number of victims is collected by the loss estimator 
teams. Afterwards, the search teams are deployed to 
the most critical locations of the environment by 
receiving order from the command center. In other 
words, at the beginning of the process command 
center selects the most critical locations based on 
collected information and sends messages to the 
search teams.The search teams are personally placed at 
the critical places and more information like: actual 
amount of damages, actual number of victims, level of 
relief needed, time limit to require relief, dangers of 
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catching fires, collapse debris, flooded, etc. are 
collected by them. They also edit the estimated 
information and add the coordinates of unexpected 
critical places as new data in the system. The search 
team members also use their personal experience to 
estimate the level of relief needed for each place. 
Then, they enter all updated information in the central 
database with the help of intelligent assistant agent. 
Thus, this information will be shared with all teams 
involved in the critical incident and will help them to 
make the best decisions. The assistant agents of all 
search teams could be informed of the precise 
information relevant to the critical places through 
connection to the central database and using the 
locations map. At this stage, at the time of allocating 
the identified relief tasks to the appropriate rescue 
team, assistant agent of the search team selects his 
appropriate rescue team according to the new entered 
data as well as important parameters [26, 27]. 

According to the explained process, existing 
relationships between activities defined. “Enable” 
relationship and “Equality” relationship that exist 
among activities presented in the simplified structure 
of the STCP in reference [26]. Enable" relationship 
makes possibility of performing for an action after 
completing another action; and “Equality” relationship 
which means certain actions are not related to a 
specific team, can be performed by other teams too 
[26]. In addition to the above relationships, we need to 
define some extra relationships like “Dependency” 
and “Collaboration”. Because, before allocating the 
identified relief task to the selected rescue team, it is 
essential that this agent be informed of the decisions of 
the other search teams located in the same area. So the 
assistant agent must consider the importance of the 
selected rescue team for other critical points and those 
severely injured in the calculations because more 
severe injured people must be rescued sooner. Thus, 
the selected rescue team may be a more critical choice 
for another critical point detected by another search 
team. 

As a result, “Dependency” relationship shows the 
dependency between the new tasks identified by the 
search team, and “Collaboration” relationship shows 
the necessity of the relationship between the search 
team members for interaction development. Figure 1 
shows an improved structure for STCP:  

 

 

Fig.1. Modeling of Spatial - Temporal Coordination Problem 
from USAR operations for two spatial points α and β. 

B. Properties of the proposed model 

Generally speaking, the crisis management 
systems require prompt receiving, filtering and 
summarizing of the information, planning, scheduling, 
assigning tasks, collaborating, sharing information and 
making appropriate decisions in real time. Therefore, 
in order to solve the STCP problem, designing a crisis 
response system should cover crisis response domain 
requirements.  

In the following, we mention these requirements. 
Some of these requirements have been derived from 
the other publications and some others have obtained 
from the study conducted in the present paper. These 
requirements are listed below: 

(a) The crisis management system could answer 
the main question of the research, which is as 
follows: How can we achieve a more effective 
way to improve the coordination between 
humanitarian teams in order to allocate the 
relevant tasks in a dynamic environment with 
spatial characteristics. 

(b) The interaction between human and the 
individual assistant agent in order to perform 
the fundamental operation: it supports 
information acquisition, information analysis, 
decision making and action selection.  

(c) Distributed Control [1]. 

(d) Having a mixed-initiative planning by which 
the human can actually make strategy decision 
in high level and the agent also makes tactical 
decisions based on those [26]. 

(e) There are some risks for communication [1]. 

(f) Collecting uncertain and sporadic information 
which are required to decision making 
processes [1].  

(g) Managing uncertainty information about results 
of search and rescue actions in operation area. 

(h) The need for geographic data management and 
data sharing.  

(i) The system components are designed so that 
they can adapt themselves to the environment 
changes [1]. 

(j) The ability to learn from experience [1]. 

(k) Flexibility [1]. 

(l) Teams act in domains whose dynamics may 
cause new tasks to appear and existing ones to 
disappear. 

(m) Perform multiple tasks subject to their resource 
limitation. 

(n) Definition of common functions to perform 
each task, but with differing levels of 
capability.  

(o) Perform some tasks in these domains are inter-
task (must be simultaneously executed). 
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The specifications of the proposed multi-agent 
system that cover all crisis response domain 
requirements for solving STCP are classified as 
follows: 

1- Multi-agent system specifications: 

Multi-agent system architecture, communication 
and collaborative between agents, agent diversity 
(our assumption in this article is to focus on only 
two types of teams: search and rescue teams). 

2- Cooperation human and intelligent agent: 

Using intelligent assistant agents, interaction 
between human and intelligent assistant agents, 
intelligent assistant agent behavior modeling. 

3- Data management: 

Information management (through a central 
database and local database), supporting GIS data. 

4- Coordination: 

Task allocation, cooperation to improve the 
rescue time; reduce deaths and injuries, 
collaborative decision making. 

5- Learning 

Learning of agent to perform tasks, agents 
monitoring. 

6- Others specification 

Adapting with methods that is based on extreme 
teams [22], flexible planning. 

III.  PROPOSED CELLULAR LEARNING AUTOMATA 

BASED MODEL 

A. Cellular learning automata 

Learning Automata (LA) is a sophisticated 
reinforcement-learning model for decision making in 
stochastic and unknown environments [28]. LA is 
capable of learning the optimal action, among a set of 
finite actions, by repeating a two-step process: (i) at 
each time step, the learning automaton chooses one of 
its actions based on its selection probability and 
performs it on the environment, and (ii) the automaton 
receives a reinforcement signal from the environment 
and modifies its behavior accordingly. This interaction 
between LA and the environment can guide the LA 
toward selecting the optimal action. LAs have been 
successfully used in many applications such as 
intrusion detection in sensor networks [32], database 
systems [33], solving shortest path problem in 
stochastic networks [34], channel assignment in 
wireless sensor networks [35], managing traffic 
signals [36], and ranking function discovery algorithm 
[37].  

Cellular Automata (CA) is an abstract dynamical 
system consisting of a large number of identical 
simple cells that are distributed in a grid-like structure 
and can produce complex phenomena [29]. Each CA 

can be identified with a five-tuple {Φ, Δ, si
t, ϕ, T}, 

where Φ is a set of cells which are arranged in some 

regular forms like grid, Δ is the set of finite states, si
t 

denotes the state of i-th cell at t-th time step, ϕ is a set 

of cells surrounding a given cell, and T: (si
t, ϕ) → Δ is 

the transition function which is used to determine the 
next state of a cell according to its current state and the 
states of the cells in its neighborhood. 

A Cellular Learning Automata is a CA in which 

each cell contains one or more learning automata. The 

state of every cell is determined on the basis of action 

probability vector of the learning automata (or group 

of learning automata) residing in that cell. The initial 

value of this state may be chosen based on the past 

experience or at random. In the second step, the rule of 

CLA determines the reinforcement signal to each 

learning automaton. In other words, each cell is then 

evolved based on its experience and the behavior of its 

neighborhood cells. For each cell, the neighboring 

cells constitute the environment of the cell. Finally, 

each learning automaton updates its action probability 

vector on the basis of supplied reinforcement signal 

and the chosen action. This process continues until the 

desired result is obtained [29]. The CLAs have been 

used in many applications [29] such as image 

processing [38], channel assignment in cellular 

networks [39], call admission control in cellular 

networks[40] and sensor networks [41], dynamic point 

coverage problem in wireless sensor networks[42], 

and hybrid web recommender system[43]. 

In this paper, the variable structure learning 

automata with LReP (Linear Reward-e-Penalty) scheme 

are used for each cell. According to the variable 

structure learning automata, we use the following 

relations to calculate the probability vector for the 

desirable and undesirable responses from the 

environment:  

 

1)  The environment favorable response (): 

Pi (n+1)=Pi (n)+ a(1-Pi (n((                (1) 

Pj (n+1)=(1-a) Pj (n)                   ∀ j   j≠i 

 

2)  The environment unfavorable response (): 

Pi (n+1)=(1-b)Pi (n(                           (2) 

 Pj (n+1)=(b/(r-1))+(1-b) Pj (n)    ∀ j  j≠i 

 

   In formula (1) and (2), ‘a’ is reward parameter, ‘b’ is 

penalty parameter, and ‘r’ is number of possible 

actions. When a=b, the automaton is called LRP. If b=0 

the automaton is called LRI and if 0<b<<a<1, 

automaton is called LReP. 

B. A stochastic reinforcement learning model based 

on CLA 

The spatial-temporal coordination problem can be 

represented by a set of K tasks that denotes by L={l1, 

l2, ..., lK} with temporal and spatial constraints, they 

have to be dynamically identified by a set of N search 

teams that shows by S={S1, S2, ..., SN} and delivered 

to a set of M rescue teams that shows by R={R1, R2, 

..., RM} in the same operational areas. 
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1) Different stages of distributed “Spatial-
temporal” task allocation 

   When search teams are personally placed at the 
critical places, more accurate information is collected 
and estimated information is edited by them. 
Subsequently, the coordinates of unexpected critical 
places as new data in the system are added and after 
selecting appropriate rescue team, assigned them to a 
selected rescue team as interdependent tasks. So we 
have implemented the new Dependence relationship 
between the tasks in our model. 

1. For each assistant agent in the search team, a 
variable structure learning automaton (VLSA) with 
LReP scheme was utilized. The Linear Reward-e-
Penalty scheme is a simple linear model, but it is an 
optimal model. Degree of freedom LReP is greater than 
the linear model LR-I, because LReP has two parameter 
a, b. In addition, this model is simpler than nonlinear 
models. So by using this method we were able to 
quickly achieve the desired convergence.  

   Each automaton is responsible for assigning an 
appropriate rescue team to a certain task. At the 
beginning of the operation, the automaton determines 
the selection probability of each rescue team based on 
the information of the existing rescue teams in the 
operational area as well as new information obtained 
from the critical points. The automata consider 
different parameters like the distance between rescue 
team and critical point, time required for relief, rescue 
level of critical point (shows level of rescue at critical 
point that depends on the amount of damage at that 
point, the numbers of people are injured, the level of 
injuries to peoples, the possibility of a fire, power 
cuts, etc), critical point status, the rescue team's 
abilities (Including all ability of rescue team for relief: 
number of rescue team, the equipment, team energy 
with respect to the number of tasks that have done, 
the skill level of the team), the number of unfinished 
tasks assigned to rescue teams, and etc. to calculate 
the initial selection probability of each rescue team. 
Therefore, the initial selection probabilities of 
different rescue teams are not equal. Algorithm (1) 
used for this purpose. 

Now, the automaton first selects a team in a 
stochastic environment based on the obtained 
probabilities. The objective of the automata is to 
converge to the optimal operation. In other words, it 
converges towards selecting the best rescue team in 
the operational area to assign its identified relief task. 
So it is essential that each assistant agent of the search 
team be informed of the decisions of the other search 
teams working in the same operational area before 
delegating a task to a selected team of rescuers. 

 

 

 

 

The Algorithm (1) for calculating the probability for 
each rescue team by assistant agent of each the 
searcher team 

1  when search operation in critical point finished 

2  rescues= select rescues in operation area; 

3 listProbabilities = define a new list for 
calculate probabilities of select rescue teams; 

4     foreach rescue in  rescues 

5 distance = distance between real-time 
location of rescue team and location of 
critical point; 

6 cost ={(distance/5) + (ability of rescue 
team) ⨯  10}; 

7 reward = {(rescue level of critical point ⨯ 
10) + (required time to rescue in critical 
point ⨯ 70)}; 

8 probability = {(reward - cost)/ reward}; 

9 add “unique identifier of rescue”  and 
“probability” to listProbabilities; 

10 sumAllPropability = calculate the sum of all 
probabilities of the listProbabilities; 

11 listAutomataProbabilities = define a new list 
for calculate new probabilities that uses by 
automata (that was utilized in assistant agent); 

12 foreach unique identifier of rescue in 
listProbabilities 

13 add “unique identifier of rescue”  and  
“probability of rescue/sumAllPropability”  
to listAutomataProbability; 

 

 

2. When an earthquake occurs, a crisis region is 
divided into several areas, each of which is called an 
operational area. A number of search teams and rescue 
teams are deployed in each area of operations. In the 
proposed model, search teams in each operational area 
are defined as neighbors. In other words, the search 
teams are identified as the cells of the CA based on 
their operational regions. In order to coordinate the 
operation of the agents in the environment, the concept 
of cellular learning automata is used in the proposed 
model to share the information among the agents that 
are working in the same operational area of the 
environment. So, the new collaboration relationship is 
implemented among search teams. In real-world 
situations, it is important for each assistant agent to be 
informed of the decisions of the other neighbor agents. 
This can increase the performance of the rescue 
operation by avoiding the redundancy and conflict 
between different neighbor agents. In this regard, 
before allocating a specific task to a selected rescue 
team, each assistant agent should be informed of the 
decisions of its neighbor search teams. Therefore, 
when an assistant agent wants to allocate a rescue 
operation to a rescue team, it should consider the 
importance of the selected team for neighbor search 
teams and if necessary, changed its election. This is 
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mainly because of the fact that the severely injured 
and wounded victims should be treated by the rescue 
teams sooner than other victims with fewer injuries. 
Perhaps this team can be a more critical selection for 
performing relief tasks of other critical places that by 
its neighbor searcher teams had evaluated. 

3. The automaton evaluates the importance of the 
selected rescue team for itself and for the competing 
teams based on the proposed learning model that is 
presented in next section (III.B.(2)). As a result, we 
employ a model for integration of both neighborhood 
and environmental factors for giving the reward or 
penalty to the selected action. Then, the probability 
vector may changes based on the rewards and 
penalties parameters as a linear vector with assistance 
of learning automata with LReP scheme. 

4. A key parameter in assigning special-temporal 
distributed tasks is time. Due to the importance of this 
parameter, we used a time period called time window 
for managing the time on the performance of the 
automata. Time window specifies the time duration in 
which an identified task can be assigned to the 
appropriate rescue team. Time window is calculated 
based on the criticality of different tasks. In other 
words, the defined time window supervises the 
learning duration of the automata in making decision 
on task assignment. When the time window expires, 
the following scenarios occur:  

- If the selected rescue team by the automaton 
was not chosen by any other neighbor search 
teams, then a task with priority 1 is assigned to 
the respective rescue team.  

- If the selected rescue team by the automaton 
was already chosen by a neighbor search team, 
then a task with priority 2 is assigned to the 
respective rescue team. 

- If the automaton fails to select an appropriate 
rescue team, due to any incidence (either 
interruption of communication or any 
unpredictable problem), this task is sent back to 
the command center by the agent for making an 
optimal decision for the corresponding task. 

5. In fact, the main objective of each automaton is 
to select a rescue team for allocating its task in the 
way that this selection is the best choice for that team 
as well as all the other search teams. Each automaton 
assigned detected task and new detected tasks to the 
appropriate rescue team. Therefore, all agents have 
assigned their identified tasks to the rescue teams at 
the same time. In other words, all tasks are assigned 
simultaneously to all rescue teams. 

2)  The learning model used in the proposed 
method 

After a specific cell selects an action ai, the 
behavior of the cell is evaluated according to the 
following scheme:  

β =  T1⨀T2⨀T3  (3) 

Where β is the response of the neighbors, T1, T2 
and T3 are three logical variables which are explained 
in Table 1, and ⨀ represents the way that the logical 
variable are combined together to form the β.  
 

Table 1. Description of logical variables for determining the 
response of the neighbors 

 Condition 

𝐓𝟏  Does the selected rescue team have the same 
choice with its neighbors? 

𝐓𝟐  Is the selected rescue team located at the 
minimum distance from the competitor 
neighbors? 

𝐓𝟑  Is the selected rescue team a “critical choice” for 
the competitor neighbors? 

 
Considering⨀, the β is determined as follows: 

β = {
1   T1 = T2 = T3 = true

 
0  otherwise                    

  (4) 

The value of the β can determine whether the 
response of the neighbors were desirable or not, where 
β = 1 corresponds to unfavorable response and β = 0  
corresponds to favorable response. 

In Table 1, the concept of critical choice needs to 
be defined. The automaton investigates its next 
optimal choice and its neighbors’ next optimal choices 
using GIS functions and some important parameters 
like distance. The automaton calculates 
“listProbabilities” variable parameter of algorithm (1) 
for itself and its neighbors for this purpose. If the 
obtained probability for the next selected optimal 
rescue team of any neighbors is less than the 
probability for its own next selected optimal rescue 
team, it is concluded that the current selected team 
may be a critical choice for the neighbors. It means 
that if a competitor neighbor wants to neglect the 
team, it may lose some elements like time. Table 2 
shows the model for combining the neighborhood and 
environmental factors. 

Table 2. Model for integration neighborhood rule and 
environmental factors. 

Result for 
Selects ai 
Action 

Environmental 
Factors 

Neighborhood 

Rule 

Reward Reward Neighbor=0 

Reward=0.15 
,  
Penalty=0.85 

Penalty Neighbor=0 

Reward=0.5 ,  
Penalty=0.5 

Reward Neighbor=1 

Penalty Penalty Neighbor=1 

 

In the proposed model, environmental factor is 
defined based on the distance between the rescue team 
and critical point. An automaton gets reward from the 
environment if the selected rescue team is at the 
minimum distance from the critical point. Probability 
coefficients of Table 2 have been obtained by 
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performing several tests and based on the fact that the 
automaton not converge quickly to the wrong action. 
The purpose of selecting these coefficients is 
evaluating of results of selected action by automata 
for environment and neighboring cells. 

Therefore, the automaton first selects a team in a 
stochastic environment based on the obtained 
probabilities. Then it evaluates the importance of the 
selected team for itself (environmental factor) and the 
other competitor teams (compute β). Automaton gets 
penalty from its rival neighbors if this option is critical 
choice for even one of the competing teams. Thus, 
with the probability of penalty equal to 0.5, it 
evaluates this selection as the critical choice for its 
rival neighbors and changes its optimal choice, and the 
second optimal choice would be its convergence 
criterion. In other words, the automaton learns to 
change its selection criteria in order to have better 
options in the next steps. However, with the 
probability of reward equal to 0.5, it learns that its 
choice was the optimal choice (because it is likely that 
this selection may remain optimal choice for these 
automata). As a result, the learning automaton enables 
the agent to perform the task allocation by cooperating 
with other agents. Then the probability vector is 
updated according to reward and penalty using a linear 
scheme LReP with a=0.4 and b=0.1. This process 
continues until the time duration defined in time 
window is finished. Then, the task with priority 1 or 2 
is assigned to the proper rescue team.  

IV. IMPLEMENTING THE GEOSPATIAL SIMULATION 

ENVIRONMENT OF SPATIAL DISTRIBUTED INTELLIGENT 

AGENTS 

The following assumptions were made before 
implementing the proposed method: 

- We first assumed that the number of critical 
points in each operational area and the 
estimated number of victims is collected by 
the loss estimator teams and they are located 
on the map.  

- Without loss of generality, we assumed that 
the task allocation consist of search and 
rescuing.  

- For the sake of simplicity, only major 
incidents relevant to the earthquake were 
taken into account, and secondary crisis such 
as aftershocks or subsequent fires are out of 
the scope of this study. 

In order to study the effectiveness of our proposed 
model, Habibabad city was selected as the basis for 
simulations. Habibabad is one of the cities of Isfahan 
province, Iran, which is located in 10-Km northeast of 
Isfahan. The selected city is on the radius of the 
fracture and has been recently shaken with a strong 
4.1-magnitude earthquake.  

To simulate the structure of STCP and to 
implement the spatial distributed intelligent agents, we 
have developed a geospatial simulation with C# 
programming language under the .NET framework 
[30, 31].  

ArcGIS Desktop software was used for designing 
desired GIS Shapefiles [44]. Moreover, DotSpatial as 
a geographic visualization tool of .NET was applied 
for working with GIS data [45]. Information about the 
area, the profile of the damaged buildings, 
specifications of search and rescue teams was entered 
to the database. To manage and access to the data and 
information by agents, we implemented a SQL 
database and used its functions. Fig.2 shows the 
schematic diagram of the implemented simulation 
environment. As shown in the figure, the GIS 
functions are used to add maps, layers and working 
with GIS data layers in the simulator. Model element 
represents functions to create the object of the search 
and rescue teams with behaviors, attributes and their 
respective functions on the map. Scheduler element 
represents the timing functions that its task is to 
manage the simultaneous implementation of search 
and rescue teams located on the map. Controller 
element also manages the activities of all the elements 
and shows other functions. 

 

 

Fig.2 The schematic diagram of the implemented simulation 
environment 

 

V. SIMULATING AND EVALUATING THE 

PERFORMANCE OF AUTOMATA 

A. Output display of the program 

The final output of the designed program for 
geographic simulation of spatially distributed 
intelligent agents is given in Fig.3. As it can be 
observed in Fig.3, this program is an environment 
which shows the interaction of the human search team 
with its corresponding assistant agents. It also shows 
the interaction of the human rescue team with its 
relevant agent. For example, the search team with the 
unique characteristics of ID = 6 do the search task on 
the critical place with the unique characteristics of ID 
= 7. The situation of this place was considered as 
“Middle” considering the relief tasks that should be 
done. The number of identified injured individuals 
was equal to 6 individuals. The human user edits this 
information with the help of software agent in the 
(local and central) database and then requests its agent 
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to assign the rescue task by clicking the “Task 
Allocation” button. Then, the decision-making 
process agent was implemented and the final decision 
was shown to its relevant human user. As it is 
demonstrated in the Fig.3, the search team agent 
selected the rescue team with the unique characteristic 
of ID = 5 for performing the relief tasks. Then, it sent 
the task to that selected agent and displayed the 
acceptance answer or rejection of the task by the 
human agent of the selected rescue team to its user. 
The human of the rescue team can also enter the new 
points identified by its agent into central and local 
databases by clicking the "Define New Point" button. 
New entered locations are also shown on the map. As 
shown in figure 3, new identified critical points along 
with detailed information are assigned to selected 
rescuer team as interdependent rescue tasks. In this 
simulation, we tried to show the adaption of our 
method with methods based on extreme teams [22] 
(teams which have four key characteristics “l, m, n, o” 
explained in II.B).  

 

 

Fig. 3 Geospatial simulation environment 

 

B. The performance of designed automata of 
assistant agents of search teams 

In the diagram of Fig.4, the learning process of 
assistant agent for the search team with ID=1 is shown 
in the total time the scenario is executed. As can be 
seen from the diagram, agent related to search team 
selected an appropriate rescue team for assignment of 
each of the identified relief tasks. Given that the 
TimeWindow time monitors the automata 
performance, the time of selecting the appropriate 
rescue team by the search team for assignment of the 
relief task varies by the status of that task. For 
instance, the first relief task identified (T1) was 
assigned to rescue team R4, the second relief task 

identified (T2) was assigned to rescue team R1, the 
third relief task identified (T3) was assigned to rescue 
team R3 and the fourth relief task identified (T4) was 
assigned to rescue team R2 . As can be seen for 
assignment of the third identified relief task (T3), at 
first the agent related to the search team selected the 
rescue team R2. So, the agent gets penalty for this 
selection and reduces its probability because it was 
more critical to its neighbor. According to time 
management by TimeWindow on the automata 
performance, the agent selected the appropriate rescue 
team for assignment of the third identified task. So, the 
agent related to the search team with ID = 1 for 
assignment of each of the identified relief tasks 
selected the team with the highest probability. 

VI. EXPERIMENTAL RESULTS 

In order to evaluate our proposed model in 
accordance with the model used in the conventional 
network protocol (CNP) based on bid and auction 
from the reference [26] that was considered as the 
reference model, it is necessary to adjust similar time 
setting for both implementations. Therefore, in 
reference model, when the rescue team receives a task 
from the search team agent through a message, it 
calculates the price offered to do the requested relief 
task. This is done on the condition that the rescue team 
agent is able to do the task according to the level the 
relief task is requested. Then, it is placed on hold for 
14 seconds. The search team agent also waits for the 
response from the rescue teams for 14 seconds after it 
sends the message to all rescue teams located in 
similar operating area. A number of different scenarios 
should be developed, so that each scenario may have 
its own parameters. The input parameters used for 
developing the scenarios are as follows: the number of 
rescue teams (NRescue) and the number of search teams 
(NSearch), the number of critical places, and the learning 
rate. The following graphs show the decrease in the 
total run time using the proposed model. In Fig.5 there 
are two scenarios, scenario 1 shows an earthquake 
with 50 critical places that each of places has different 
rescue level, status, number of injured people, and 
scenario 2 shows another earthquake with 100 critical 
places. 

Fig.6 shows the evolution of the system 
performance index obtained with the cellular learning 
automata for task allocation of 100 critical points 
between rescue teams by different scenario of search 
numbers and rescue numbers: 

(a) L = {NSearch = 15, NRescue =15} 

(b) L = {NSearch = 18, NRescue =26}  

(c) L = {NSearch = 20, NRescue =15}  
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Fig. 4. the learning process of assistant agent from search team by ID=1 located in a operating area for assign rescue tasks of 

operation area to the rescue teams (R1, R2, R3, R4). 

 
Fig. 5. Comparison of proposed model with the reference model: performance on the total run time in different states. 

 

 

 

Fig6. Comparison of proposed model with the reference model:  performance on the total run time in different states, with 100 
critical points.  
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VII. DISCUSSION AND CONCLUSION 

A key problem in urban search and rescue 
operations is spatial-temporal coordination between 
the team members. In order to solve this problem, an 
effective plan is the help of intelligent assistant agents, 
which are run on Personal Digital Assistant (PDA) 
devices and assist the human in making decision in 
emergency situations. Dynamic tasks identified by the 
human agent of the rescue team in the crisis 
environment. These tasks are characterized by spatial-
temporal characteristics and are assigned to the 
appropriate rescue team by the intelligent assistant 
agents using intelligent decision-making techniques. 
This research aimed to study, propose, design and 
implement a new approach to improve the architecture 
of spatially distributed intelligent agents and to modify 
the multi-agent planning process structure. As the 
result, we were able to increase the learning ability of 
the intelligent assistant agents by using LA and add 
the interaction between the search agents to this 
architecture by using CLA. To evaluate the proposed 
algorithm, we designed a multi-agent geographical 
simulation and performed a number of different 
scenarios with a different number of rescue and search 
teams and critical points. As is clear from the results, 
we can have maximum utilization of the space and 
time in USAR operations. The evolution of the system 
shows performance index obtained with CLA for task 
allocation between rescue teams. 

Finally, combining new learning automata with 
other learning methods can be a direction for future 
research. Moreover, making the simulation 
environment more realistic along with using geo-
spatial information can be effective in obtaining better 
results.  
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