Using Hybrid of Eigenface and Imperialist Competition Algorithm for Feature Selection in Face Recognition
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Abstract— Design of a robust Face Recognition (FR) system is greatly affected due to varying illumination and pose conditions. The accuracy of FR system can be increased by normalizing and compensating the illumination variations in the pre-processing stage. To improve the robustness of FR systems against illumination variations, a method is proposed in this study which is based on Contourlet Transform (CT), hybrid of Principal Component Analysis (PCA) and Imperialist Competition Algorithm (ICA) techniques for feature reduction, and an ICA-optimized Multi-Layer Perceptron (MLP) classifier. First, each face is decomposed using the CT. So, the contourlet coefficients of low and high frequency in different scales and various angles are obtained. The frequency coefficients are employed as a feature vector for further processing. The PCA is then used to reduce the dimensionality of the feature vector. The ICA is also exploited to search the feature space for an optimal feature subset. Then, the reduced-size feature vector is applied to the face classifier that is based on MLP neural network whose structure and learning rate are optimized by ICA. The proposed method is robust to variation of imaging conditions and pose variations. The proposed technique provides better results when tested on ORL and Extended Yale-B databases as compared with other existing techniques such as hybrid model based on discrete wavelet transform and PCA (in terms of precision, sensitivity, and accuracy) and different state-of-the-art methods.
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I. INTRODUCTION

Biometric recognition refers to the automatic recognition of individuals based on the features derived from their anatomical or behavioral characteristics [1]. The anatomical characteristics of the human beings are achieved by measuring their anatomical attributes such as iris, face, finger-print, and hand shape, while the behavioral characteristics
are extracted from their behaviors such as voice and keystroke. A biometric-based recognition system is more reliable than traditional recognition systems (e.g., systems that are based on identification cards and passwords) [2]. These qualities made biometric recognition techniques much more attractive than the traditional methods of identification [3].

The biometric technology has been employed for more reliable identification and verification in passenger access control in the restricted areas, control procedures in airports, database access, border control, and financial services [4]. There is a subtle difference between recognition and verification concepts. Recognition (or identification) is defined as matching biometric data of an unknown subject with an identity (1:N problem), while verification (or authentication) checks whether certain biometric data corresponds to a given identity (1:1 problem) [5].

Basically, a biometric recognition system is a pattern recognition system that operates by getting biometric data from an individual, extracting a feature set from the acquired data, and comparing this feature set against the template set in the database [6]. In recent years, Face Recognition (FR) has attracted more attention in the field of biometric authentication [7]. Because of its wide applications in human computer interaction, security, law enforcement and entertainment [8], it has become a very active research field in pattern recognition and computer vision areas [9]. Because of the potential unique, stable and non-invasive characteristics of an FR system, it is known as the most promising for high security environments among various biometric techniques such as recognition of fingerprint, palm vein, signature and palm print [10].

The primary task in an FR system is the extraction of features [11]. The features are usually local or global structural descriptors of an image [12]. The classification stage then works on the feature space, where different kinds of classifiers may be employed such as k-nearest neighbor [13, 14], collaborative representation-based [15, 16], sparse representation-based [17-20], joint representation and pattern learning [21], semi-supervised local ridge regression [22], graph regularized sparsity discriminant analysis [23], and neural networks [24, 25]. In most cases, the extracted features restrict the performance of these image classification systems; so, they should be selected with great care. For example, since the images or objects are often shifted, scaled and rotated, it is desirable to define (or design) the features so that they are invariant or robust to these changes [26]. Furthermore, selecting the features that can effectively classify patterns is often a nontrivial task in many applications [12]. Feature selection can be used for feature reduction as a next stage after the feature extraction. It is a process of selecting a subset of the best discriminant features.

The most challenging aspects of FR systems are variations in head, pose, expression and illumination conditions [27]. In contrast to the head pose and expression, the illumination changes lead to a greater challenge in an FR system [28]. It has been proved that illumination variations are more significant than the inherent differences between the individuals for FR systems [9].

Most traditional methods for FR such as Principal Component Analysis (PCA), Independent Component Analysis (ICA), and Linear Discriminant Analysis (LDA) are sensitive to illumination variations [29]. Hence, face illumination normalization is a critical task in FR systems and many well-known algorithms have been developed to tackle this problem [30].

Existing methods for illumination normalization can be divided into two categories: preprocessing-based and model-based. In model-based approaches, attempts are made to model the variations caused by varying lighting conditions [31]. Theoretically, the model-based approaches are ideal; however, achieving a model which contains all the possible changes is very difficult. In addition, applying model-based approaches to real-world applications needs some additional constraints or assumptions [32]. For example, Chen et al. [26] proposed that illumination variation can be reduced by truncating the low frequencies Discrete Cosine Transform (DCT) coefficients in the logarithmic domain. In light of the development of time-frequency analysis, many researchers proposed extraction of the illumination-insensitive features from the frequency domain. In most cases, the high-frequency sub-bands are used for recognition because they are insensitive to illumination variations. The well-known works in this field include: (a) using wavelet transform in Waveletface, (b) extraction of Gabor features, (c) using DCT, and (d) using Discrete Fourier Transform (DFT) in Spectroface.

To cope with the illumination variations in FR systems, a new FR system is proposed in this study. This method is based on the Contourlet Transform (CT) features, using hybrid of PCA and Imperialist Competition Algorithm (ICA) for feature selection, and a Multi-Layer Perceptron (MLP) neural network classifier that its learning rate and number of hidden nodes are optimized by ICA, as well (Fig. 1). As shown in Fig. 1, the CT is applied for feature extraction in the first stage due to the faces’ excellent properties of time-frequency localization and adaptive multi-scale decomposition. So, the contourlet coefficients of low and high frequency in different scales and various angles are achieved. Then, the PCA is employed to reduce the dimensionality of the feature vector and the ICA is used as the second stage of feature selection to determine the number of important features. In the next stage, the learning rate and number of hidden-layer nodes of MLP-based neural classifier are optimized by the ICA.

The performance of the proposed FR system that is based on CT features (selected by PCA+ICA method) and an ICA-optimized MLP is compared with similar systems such as Discrete Wavelet Transform (DWT)-based system and other modern techniques.
This paper is organized as follows: Related work is presented in Section II. The preliminaries including contourlet transform, PCA, ICA, and MLP neural model are reviewed briefly in Section III. Simulation and experimental results are presented in Section IV. The paper is concluded in Section V.

II. RELATED WORK

As face is the most common visual pattern in our environment, it attracted research community during recent two decades and significant research activities has been conducted in this area [2, 8, 34]. These implementations are classified into two groups named constituent-based and face-based recognition [35]. Constituent FR is based on association between human facial features such as eyes, nose, mouth, and facial margins [36]. This approach significantly relies on the accuracy of facial feature detection. As far as human faces have similar features with subtle changes in size and geometry, which make them different from one another, reliable extraction of facial features is a tremendously complicated task. Due to these complications, researchers proposed face-based recognition systems [34] wherein a human face is treated as a two-dimensional intensity pattern and recognition is achieved through detection and matching of its statistical properties.

To improve the speed and accuracy of an FR system, various dimensionality reduction techniques have been developed. Among face-based recognition approaches, statistical methods are powerful tools for feature extraction and data representation. Kirby and Sirovich represented human faces as a linear combination of weighted eigenvectors using PCA which extracted features that were most efficient for representation [37]. Similarly, the LDA “Fisher face” method was proposed to extract features that were most efficient for classification [38]. Because of some restrictions of the PCA and LDA, a variety of modifications have been proposed by other researchers [18, 23, 39].

Transform-based approaches have been proposed to improve the performance of an FR system for images with high dimensionality. The privileges of these transforms make them an attractive class for feature extraction approaches. Discrete Fractional Fourier Transform (DFFT) [40], DWT [41], curvelet transform [42], contourlet transform [43], and DCT [44] are the well-known methods of this class.

Mixture of statistical and deterministic transforms creates a third kind of feature extraction methodologies with both advantages. In this type, the face images are transformed into a new domain followed by application of PCA or other dimensionality reduction techniques. Development of enhanced multi-resolution analysis techniques has encouraged research community to apply these tools to achieve a high level of class separability in pattern recognition applications. Various combinations of the DFT, DCT, PCA and LDA have been studied by researchers. For example, a combination of the DCT, PCA and the characteristics of the human visual system was used for recognition of faces [45]. Common wavelet-based FR architectures include wavelet-based PCA [46], wavelet-based LDA [47], and Gabor-based kernel association memory [48]. Emergence of curvelet that offers enhanced directional and edge representation has prompted researchers to apply them to several areas of image processing [49]. Curvelet-based PCA [50, 51] and curvelet-based LDA [52] are some curvelet-based FR approaches.

As similar recent related works, the following studies on using different features (and feature selection), classifiers, and obtaining robustness against illumination variations and pose changes can be mentioned: Vidya et al. [11] proposed a method called Selective Illumination Enhancement Technique (SIET). They employed threshold-based DWT feature extraction for enhancing the performance of an FR system. Also in their system, a Binary Particle Swarm Optimization (BPSO) feature selection algorithm was used to search the feature vector space for the optimal feature subset. Yang et al. [21] proposed a feature pattern dictionary using structured information and prior knowledge of image features to represent the unknown feature pattern weight of a query image in FR system. Zhang and Lin [18] proposed Coupled PCA (CPCA) that employed a feature-based representation for heterogeneous face images. In this way, the local binary patterns were employed to capture the local structure of face images and then CPCA was used to obtain the global face information. Liang et al. [14] proposed a Bayesian learning framework to extract discriminative features. They used the nearest neighbor classifier combined with the Mahalanobis distance for classification. Sharma and Patterh [24] used PCA and Adaptive Neuro-Fuzzy Inference System (ANFIS) for feature extraction and face recognition, respectively. Dai et al. [25] used Artificial Neural Networks (ANNs) with random weights to implement negative correlation learning for building ANN ensembles. Cament et al. [53] extracted Gabor features using a mesh to model face deformations produced by varying pose. The local normalization method was used for illumination compensation. Du et al. [17] proposed a sparse representation-based robust FR method called graph regularized low-rank sparse representation recovery. The training and test samples were corrupted in their
study because of illumination variations, pose changes, and occlusion to evaluate the robustness of system. Zhang et al. [19] proposed an FR method using multiple view images to overcome the large pose variations.

III. PRELIMINARIES

The fundamental of techniques which employed in this study is reviewed briefly in this section.

A. Contourlet Transform

Contourlet can overcome the problem of intrinsic geometrical structure containing contours. CT is a multi-scale and directional image representation that uses first a wavelet-like structure for edge detection, and then a local directional transform for contour segment detection.

The primary goal of the contourlet construction is to obtain a sparse representation for a typical image that is piecewise smooth. Two-dimensional wavelets are only good for catching the point discontinuities, but do not capture the geometrical smoothness of the contours [54]. To get rid of the limitations of wavelets, the CT was proposed by employing a double filter bank arrangement in which the Laplacian Pyramid (LP) is used to catch the point discontinuities, and then a Directional Filter Bank (DFB) is used to connect point discontinuities into a linear structure [55].

In this research, CT is applied to images in 2 levels and ‘pkva8’ and ‘pkva’ filters were employed as directional filter and pyramid filter, respectively. For example, contourlet image decompositions of a face sample in 2-level with ‘pkva8’ filter is shown in Fig. 2.

B. Eigenface Algorithm

As mentioned before, the PCAs are used in FR application with two main purposes: (a) reducing the dimensions of data, (b) extracting the most representative features out of the input data. So, although the size is reduced, the main features are kept and represent the original data.

In other words, the PCA transforms the original $p$-dimensional feature vector into an $L$-dimensional linear subspace that is spanned by the leading eigenvectors of the covariance matrix of feature vector in each cluster ($L < p$). PCA is theoretically the optimum transformation for a given data in the least square sense [56]. However, the problem of choosing the optimum number of principal components remains as an important question.

The basic idea of eigenfaces is that all face images are similar in all configurations and they can be described in its basic face images. The steps of eigenface procedure are as follows [57]:

1. Obtain $N$ training images $I_1, I_2, I_3, ..., I_N$.

2. Represent each image $I_i$ as a vector. Each image is of size $p \times q \times 1$, Let $p \times q = n$.

3. Find the mean face vector $\Psi$ for $N$ images:

$$\Psi = \frac{1}{N} \sum_{i=1}^{N} I_i$$

4. Subtract the mean face from each face vector $I_i$ to get a set of vectors $\Phi_i$. This results in obtaining distinguishing features from each face and omitting information that is common:

$$\Phi_i = I_i - \Psi$$

5. Find the covariance matrix $C: C = AA^T = A^TA$ where

$$A = [\Phi_1, \Phi_2, ..., \Phi_N]$$

The covariance matrix is simply constructed by placing one modified image vector in each column.

6. Calculate the eigenvectors $u$ and the eigenvalues $d$ of $C$.

7. Multiply the mean subtracted images by the corresponding eigenvectors.

8. Select the top Leigenvectors having the largest eigenvalues.

It is noted that the eigenvalues corresponding to the eigenvectors are called eigenfaces.

C. Imperialist Competition Algorithm

ICA is a socio-politically motivated global search strategy introduced for dealing with different optimization tasks [58]. This evolutionary optimization strategy has shown acceptable performance in both convergence rate and better global optima achievement [59, 60]. Figure 3 depicts the flowchart of the ICA [58].

Similar to other evolutionary algorithms, this algorithm starts with an initial population. Each individual of the population is called a country. Some of the best countries (in the optimization terminology, the countries with the least cost) are selected to be the imperialist states and the rest form the colonies of these imperialists.

After forming initial empires, the colonies in each of them start moving toward their relevant imperialist country. Figure 4 shows the movement of colonies toward their relevant imperialist where $\gamma$ is the assimilation angle coefficient and $\beta$ is the assimilation coefficient. The total power of an empire depends on both the power of the imperialist country and the power of its colonies. This fact is modelled by defining the total power of an empire as the power of imperialist country plus a percentage of mean power of its colonies. While moving toward the imperialist, a colony might reach to a position with lower cost than the imperialist. In this case, the imperialist and the colony change their positions. Thus, the algorithm will continue by the imperialist in the new position and the colonies will be assimilated by the imperialist in its new position.
Fig. 2. Decomposition of an image using contourlet transform (2-level and ‘pkva8’ filter as directional filter)

Fig. 3. Flowchart of imperialist competition algorithm
The total power of an empire is mainly affected by the power of imperialist country. However the power of the colonies of an empire has an effect, albeit negligible, on the total power of that empire. This fact is modelled by defining the total cost of an empire as follows:

\[ TC_n = \text{Cost(}\text{imperialist}_n\text{)} + \xi \times \text{mean}\{\text{Cost(}\text{colonies of empire}_n\text{)}\} \tag{3} \]

where \( TC_n \) is the total cost of the \( n^{\text{th}} \) empire and \( \xi \) is a positive small number. A little value for \( \xi \) causes the total power of the empire to be determined by just the imperialist and increasing it will increase the role of the colonies in determining the total power of an empire.

The imperialistic competition gradually brings about a decrease in the power of weaker empires and an increase in the power of more powerful ones. Different criteria can be used to stop the algorithm. One idea is to exert a number of maximum iteration of the algorithm, called maximum decades, to stop the algorithm or the end of imperialistic competition (when there is only one empire) can be considered as the stop criterion of the ICA. On the other hand, the algorithm can be stopped when its best solution in different decades cannot be improved for some consecutive decades.

D. MLP Neural Network

An MLP consists of two or more layers of nonlinear nodes. The number of input and output nodes is uniquely determined by the number of input features and output classes. The important question is how to appropriately set the number of hidden nodes. Too many hidden nodes can deteriorate the prediction capabilities of the network, while too few hidden nodes can obstruct the learning process. There is no specific guideline to determine the optimum number of hidden nodes, except based on one’s experience. It is generally understood only that setting too few or too many hidden nodes causes lack-of-fit or over-fitting in the network. Although, the trial-and-error method is usually used to set the network parameters, ICA is employed in this paper to set the number of hidden nodes and learning rate of the MLP. In this case, we search the range of \([20, 50]\) and \([0, 0.7]\) for the number of hidden nodes and the learning rate, respectively. Furthermore, as mentioned before, ICA was used to select the best feature subset in the training phase. The MLP was trained by the scaled conjugate gradient algorithm [61].

IV. SIMULATION AND EXPERIMENTAL RESULTS

A comprehensive, systematically annotated database is needed to compare the performance of FR algorithms. A database contains face images that have been captured at different pose angles, with a wide variety of illumination conditions and under a diverse encountered illumination color temperatures.

The publicly available standard Olivetti-Oracle Research Lab (ORL) and Extended Yale B databases [62] have been used as the face dataset in this study. The ORL database contains 10 tightly-cropped images of 40 individuals. All images are of grey scale with a 48 × 48 pixels resolution. These 8-bit grey images were taken at different times, slightly varying lighting, facial expressions (open/closed eyes, smiling/non-smiling) and facial details (with glasses/without glasses) [63]. The subjects were in an upright frontal position. There was a rotation tolerance of \( \pm 20^\circ \). Figure 5 represents sample images from ORL database.

The Extended Yale B database contains images of 38 individuals, in which each person has different images with the size of 192 × 168 pixels under 9 poses and 64 illumination conditions. In our experiments, we
chose the former 40 images per person. The sample images of this database are shown in Fig. 6. So, the robustness of the proposed method against varying illumination and pose conditions will be evaluated.

Although the lighting condition of each image of person of Extended Yale-B database is well defined, but to know the quality of the image in respect to luminance, we calculated the global luminance quality and accordingly normalization process was employed.

The poor luminance quality index of the image reflects the poor illumination condition and hence it requires illumination normalization [64]. The size of pictures in these two databases is not same, so the resize process was applied to the pictures (i.e., the images in the Extended Yale-B database were resized into 48 × 48 pixels).

In the simulation steps, the images were decomposed using two distinctive transformation methods (wavelet and contourlet). Then, the decomposed images were settled alongside to extract the features. Because of the small size of the images, 1-level decomposition with db2 filter was exploited in wavelet transform. The 2-level decomposition with “pkva” filter as pyramid filter and “pkva8” filter as directional filter were used in CT, as well. So, the 48 × 48 pixel images were decomposed to 24 × 24 and 12 × 12 pixel images by employing wavelet and contourlet transformation, respectively.

Then, the test and training data were separated randomly and non-returnable. In this way, 50% of images (i.e., 200 images) in ORL database were used for training and the remaining images were used for testing (similar to [63]). For the Extended Yale-B databases, we randomly chose 20 images per person for training (i.e., 50 percent of selected images) and the remaining samples were used for testing (as performed in [65]).

Using PCA, the eigenvector and eigenvalue of training images were calculated and 50 of the best features in each image were extracted. Afterward, the features which selected by ICA were fed into the neural network to train it. So, the size of input matrix of neural network was $280 \times N$ (in which $N$ was optimized by ICA). The columns of this matrix were the best features and the rows were the images which were dedicated to be trained.

As far as the ORL and the Extended Yale-B databases contain 40 and 38 individuals, respectively, we should employ different structure for the neural network. In other words, the output neurons of the network should cover the number of individuals that each of them indicates a particular person. Using ICA, the number of hidden-layer neurons and the required learning rate of the neural network were optimized. In the next step, the obtained optimized value was employed to train the network. In addition, in order to inhibit the saturation of neurons before delivering the data to the input of network, the data should be normalized (in [0, 1] range). Therefore, the network was trained by the optimized number of hidden layer neurons and learning rate to obtain its suitable weights and bias values. The Mean Squared Error (MSE) in the training phase is depicted in Fig. 7. In the test phase, using the feature vector and the mean value of training image, eigenvalues were extracted from the test images.

To obtain the class of each image, this matrix was fed to the input layer of neural network. Because of the sigmoid activation function in the output layer, the output value of neurons was between [0, 1]. As far as the maximum output shows the output class, it was replaced by 1 and the remaining outputs were replaced by 0.

The definitions of accuracy and precision metrics (used in the following) in terms of True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) are given in Eqs. (4) and (5).
The performance of proposed model is compared with five famous different methods when tested on ORL dataset reported in [63] (Table 4). In Table 4, FDS stands for Fisher Discriminant with Schur decomposition.

The performance of proposed model is compared with other modern different methods when tested on Extended Yale B dataset (Table 5). The first group of the state-of-the-art methods in Table 5 is patch-based methods including Patch-based Nearest Neighbor (PNN) [66], Patch-based Collaborative Representation Classification (PCRC) [67], Patch-based Sparse Representation Classification (PSRC) [68], and Modular IMage PCA (MIMPCA) [69]. The second one is Volterrafaces [70]. The third one is Top Level Wavelet Sub-Bands (TLWSB) [71] which is a combination of PCA and the Traditional DWT method (TDWT) [76] and an SVM classifier. As seen in Tables 4 and 5, the proposed method outperforms the state-of-the-art investigated methods when tested on ORL and Extended Yale B databases.

V. CONCLUSIONS

FR is a both challenging and important recognition technique. Among all the biometric techniques, FR approach has one great advantage, which is its user-friendliness (or non-intrusiveness). Feature extraction, feature selection, and classification are the three stages of typical FR systems. Two feature extraction methods (CT-PCA and DWT-PCA) were employed in this study. As compared to some common transforms, such as wavelet, contourlet can capture smooth contours in the images. Also, directionality and anisotropy are two other important advantages of CT. One-level decomposition and db2 filter were employed for DWT, and 2-level decomposition, “pkva8” directional filter, and “pkva” pyramid filter were used in CT. The feature vector was formed by applying ICA-based optimizer to determine the optimum number of features. The MLP neural network was used as the classifier in this study. The training and structure parameters (i.e., learning rate and number of hidden layer nodes) of MLP were optimized by ICA-based optimizer, as well.
### Table 1. Parameters setting of each section in the proposed method

<table>
<thead>
<tr>
<th>ICA parameters</th>
<th>Contourlet parameters</th>
<th>Wavelet parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of countries</td>
<td>100</td>
<td>Level</td>
</tr>
<tr>
<td>Number of initial imperialists</td>
<td>10</td>
<td>Directional filter</td>
</tr>
<tr>
<td>Number of decades</td>
<td>30</td>
<td>Pyramid filter</td>
</tr>
<tr>
<td>Revolution rate</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>Assimilation coefficient</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Assimilation angle coefficient</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Zeta</td>
<td>0.02</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2. Performance comparison of ICA-optimized simulated models in this study

<table>
<thead>
<tr>
<th>Preprocessing stage of ICA-optimized simulated model based on MLP classifier</th>
<th>Database</th>
<th>Picture size</th>
<th>Feature set size</th>
<th>Learning rate</th>
<th>Hidden layer size</th>
<th>Precision</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>ORL</td>
<td>48×48</td>
<td>37</td>
<td>0.53</td>
<td>40</td>
<td>88.6</td>
<td>91.3</td>
<td>99.8</td>
<td>99.6</td>
</tr>
<tr>
<td></td>
<td>Extended Yale B</td>
<td></td>
<td>32</td>
<td>0.52</td>
<td>42</td>
<td>89.2</td>
<td>90.7</td>
<td>99.3</td>
<td>99.3</td>
</tr>
<tr>
<td>DWT+PCA</td>
<td>ORL</td>
<td>24×24</td>
<td>33</td>
<td>0.44</td>
<td>38</td>
<td>90.1</td>
<td>89.7</td>
<td>99.7</td>
<td>99.5</td>
</tr>
<tr>
<td></td>
<td>Extended Yale B</td>
<td></td>
<td>38</td>
<td>0.53</td>
<td>39</td>
<td>93.4</td>
<td>91.5</td>
<td>99.6</td>
<td>99.6</td>
</tr>
<tr>
<td>CT+PCA</td>
<td>ORL</td>
<td>12×12</td>
<td>34</td>
<td>0.58</td>
<td>35</td>
<td>92.5</td>
<td>99.3</td>
<td>99.8</td>
<td>99.6</td>
</tr>
<tr>
<td></td>
<td>Extended Yale B</td>
<td></td>
<td>39</td>
<td>0.59</td>
<td>36</td>
<td>97.8</td>
<td>99.5</td>
<td>99.4</td>
<td>99.7</td>
</tr>
</tbody>
</table>

### Table 3. Performance comparison of simulated models without using ICA optimization algorithm in this study

<table>
<thead>
<tr>
<th>Preprocessing stage of simulated model based on MLP classifier (without optimization)</th>
<th>Database</th>
<th>Picture size</th>
<th>Feature set size</th>
<th>Learning rate</th>
<th>Hidden layer size</th>
<th>Precision</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>ORL</td>
<td>48×48</td>
<td>35</td>
<td>0.6</td>
<td>37</td>
<td>85.2</td>
<td>91.1</td>
<td>99.3</td>
<td>99.3</td>
</tr>
<tr>
<td></td>
<td>Extended Yale B</td>
<td></td>
<td>35</td>
<td>0.6</td>
<td>37</td>
<td>87.8</td>
<td>89.5</td>
<td>99.2</td>
<td>99.2</td>
</tr>
<tr>
<td>DWT+PCA</td>
<td>ORL</td>
<td>24×24</td>
<td>35</td>
<td>0.6</td>
<td>37</td>
<td>88.4</td>
<td>88.6</td>
<td>99.6</td>
<td>99.1</td>
</tr>
<tr>
<td></td>
<td>Extended Yale B</td>
<td></td>
<td>35</td>
<td>0.6</td>
<td>37</td>
<td>92.1</td>
<td>90.2</td>
<td>99.5</td>
<td>99.3</td>
</tr>
<tr>
<td>CT+PCA</td>
<td>ORL</td>
<td>12×12</td>
<td>35</td>
<td>0.6</td>
<td>37</td>
<td>91.4</td>
<td>97.1</td>
<td>99.7</td>
<td>99.1</td>
</tr>
<tr>
<td></td>
<td>Extended Yale B</td>
<td></td>
<td>35</td>
<td>0.6</td>
<td>37</td>
<td>95.2</td>
<td>98.4</td>
<td>99.2</td>
<td>99.2</td>
</tr>
</tbody>
</table>
Table 4. Performance comparison of proposed method with five different methods reported in [63] (tested on ORL database)

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenfaces</td>
<td>77</td>
</tr>
<tr>
<td>Laplacianfaces</td>
<td>81</td>
</tr>
<tr>
<td>Fisherfaces</td>
<td>77</td>
</tr>
<tr>
<td>FDS</td>
<td>82</td>
</tr>
<tr>
<td>Schurfaces</td>
<td>85</td>
</tr>
<tr>
<td>PCA (in this study)</td>
<td>88.6</td>
</tr>
<tr>
<td>DWT+PCA (in this study)</td>
<td>90.1</td>
</tr>
<tr>
<td>CT+PCA (in this study)</td>
<td>92.5</td>
</tr>
</tbody>
</table>

Table 5. Performance comparison of proposed method with seven different methods (tested on Extended Yale B database)

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDWT</td>
<td>89.78</td>
</tr>
<tr>
<td>TWSBF</td>
<td>40.12</td>
</tr>
<tr>
<td>PNN</td>
<td>95.11</td>
</tr>
<tr>
<td>PSRC</td>
<td>94.18</td>
</tr>
<tr>
<td>PCRC</td>
<td>97.43</td>
</tr>
<tr>
<td>MIMPCA</td>
<td>75.13</td>
</tr>
<tr>
<td>Volterrafaces</td>
<td>71.65</td>
</tr>
<tr>
<td>PCA (in this study)</td>
<td>89.2</td>
</tr>
<tr>
<td>DWT+PCA (in this study)</td>
<td>93.4</td>
</tr>
<tr>
<td>CT+PCA (in this study)</td>
<td>97.8</td>
</tr>
</tbody>
</table>

Experimental results showed that CT-PCA combined with ICA for optimizing feature selection and MLP’s parameters has the highest precision or recognition rate (i.e., 97.8%) among the other simulated methods when tested on Extended Yale B database. Also, the proposed method is very fast because of efficient reduction of features and using an optimized structure and learning strategy for MLP. The method is suitable for real-time applications for visual surveillance and robotics systems and also can be used for similar classification tasks.
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