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JNAM: a new detector proposed for marine radars
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Abstract—The proposed detector in this paper was obtained from a combination of adaptive and clutter-map detectors. Detection power of detectors has been studied in homogeneous and non-homogeneous environment (presence of interference targets) through MATLAB simulation software. The k-distribution proved to be the best option to display distribution of sea clutter, while k-distribution was assumed for sea clutter in simulation. On the other hand, CA-CFAR detector performed best in homogeneous conditions, and also the Ex-CFAR detector was suggested to improve the resistance of CA-CFAR detector against the interfering targets. The proposed detector performance was compared with these two detectors and with the ideal detector acquired from Marcum and Swerling equations, in homogeneous and non-homogeneous environment. Performance of the detectors in the presence of sharp clutter (which represents the fast clutter that make most difficult for CFAR detectors) and broad clutter (which represents the slow clutter) was investigated. Moreover, the performance of detectors in terms of data processing speed was discussed. Swerling in model for oscillating signal target was received along with the detection of a signal pulse which was also considered in all simulation.
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I. INTRODUCTION

One of the main goals in automatic radar detection is to maintain the probability of false alarm constant. Finn and Johnson in [1] postulated a theory based on average math division cells of neighboring test cells, which were developed to be known as CA-CFAR detector. The CA-CFAR detector was shown to be inefficient in nonhomogeneous environment or in the presence of interfering targets. Many other techniques based on cell averaging and order statistics have been developed in the literature. Some have been discussed in [2-4]. A different approach to obtain CFAR based on clutter map exploits the intrinsic local homogeneity of the radar environment in which the detector output of each range resolution cell is averaged over several scans in order to obtain an estimate of the background level. Nitzberg in [5] developed the clutter map CFAR processor using digital filtering to update the background power estimate corresponding to the map cell in each scan. Lops and Orsini in [6] suggested the use of a maximum selector device to provide a certain amount of protection against locally nonhomogeneous clutter. In [7], a new CFAR procedure which relied on a hybrid clutter-map strategy was introduced, with the aim of improving the system robustness against possible non-homogeneities, while preserving target detectability in a homogeneous environment. Schleher in [8] examined the detection of a steady target in Weibull clutter from a statistical detection viewpoint. Levanon et al. in [9, 10] demonstrated how to adopt Rohling’s Order Statistics (OS) CFAR algorithm which was developed in [2] for a Rayleigh background, to a case of a Weibull background with known and unknown shape parameters. This paper introduced a new hybrid CFAR detector known as JNAM. This detector combines two different types of detectors,
Clutter-Map and adaptive detectors. To express more clearly the technique, the clutter-map CFAR was used in the range (spatial). This paper also described the working mechanism of the detector and then determined the appropriate values for the coefficients of the detector. Also, with the use of MATLAB simulation software, the suggested detector and CA-CFAR and Ex-CFAR detectors were simulated and the results of the simulations were compared in homogeneous situation. At the end, a loss in the suggested detector in comparison to the ideal detector which was obtained from Marcum and Swerling equations [11] was calculated in various conditions, and compared with other two detectors.

II. ADAPTIVE AND CLUTTER-MAP DETECTORS

Suggested Detector (JNAM) in this paper is based on adaptive and Clutter-Map detectors. The following section is dedicated to describe these two types of detectors.

A. Adaptive Detectors

Figure 1 shows the general structure of an adaptive CFAR detector. This structure is same for all the CFAR detectors, with slight differences only in the functions used to obtain the threshold. Adaptive CFAR detectors can be divided into two categories: CFAR Gaussian and non-Gaussian. The Gaussian CFAR assumes a Rayleigh or exponential clutter distribution. Therefore, the only unknown parameter is power of the clutter, which should be estimated from the reference cells.

In The non-Gaussian CFARs, distribution of the clutter is assumed to be Weibull, K, log-normal or generalized Gamma, thus in addition to the power of the clutter, there are one or two other unknown parameters that must be estimated.

Fig. 1. General Structure of adaptive CFAR detectors [13].

In this type of detector, an estimate of the threshold is obtained with \( F_{LE}(.) \), \( F_{LE}(.) \) and \( G(.) \) functions, with respect to adjacent cells of the test cell. In some of the detectors, two neighbor cells of the test cell are assumed as guard cells, and so are not involved in processor computations. The reason for this is that, sometimes these cells include return signals from the target, making them not useful in the estimation of the noise power [13, 14].

III. Clutter-Map detector (CM-CFAR)

CM-CFAR method offered to deal with nonhomogeneous Space clutter, like earth, such that, radar returns are averaged on several radar scans. However, this is not so in nonhomogeneous clutter, where it increases under clutter visibility [15, 16]. This method is most suitable when the prevalent condition favors the use of CM-CFAR, due to the reduced loss rate [17].

The CM-CFAR method, such as adaptive CFAR method can be implement using moving-window integrator but when the number of resolution cells in Clutter-Map is high, this moving-window will require a high volume of memory, therefore CM-CFAR processors usually use a first order recursive filter to estimate the average level of interference. Figure 2 shows the block diagram of this filter [18].

![Figure 2. Clutter map CFAR processor [17].](image-url)

Using \( T \) as constant, the threshold level rises to achieve the desired false alarm rate. \( q_n(0) \) is the output of the detector in the \( n-th \) scan. The detector can be linear, logarithmic or square-low. \( T_s \), Delay is the required time for one scan of the antenna [14].

\( W \), filter coefficient, is a positive numberless that one. This parameter in CM-CFAR control filters memory (or falling time) and also is one of the determining factors of the loss in processing [14, 18].Equation 1 describes this filter:

\[
\bar{p}_n(k) = (1-w)p_{n-1}(k) + wq_n(k) \tag{1}
\]

If the square law detector is used, \( \bar{p}_n(0) \) is an estimation of interference power. In this case one can show that in the steady state, filter is equivalent with a simple CA-CFAR that uses \( N = (2-w)/w \) number of cells in estimation [14,15, 16], with the difference that, all amounts of cells are for the same point of the radar care area obtained by the sequentially scans. This value is used to name the number of effective observations. More number of effective observations or in other words, more number of participating cells in estimation.
can enhance the accuracy of clutter power estimation and thus lower processing loss.

Greater choice for N leads to smaller CFAR loss in Clutter-Map CFAR such as adaptive detectors. But on the contrary, the greater choice for N implies smaller choice for W. It means that rapid changes in the clutter should be injected slowly into the Clutter-Map (with fewer effect) and finally reducing the performance. Usually, the amount of N assumed is 15 or W = 0.125. Also, W determines the falling time of the estimator. Based on falling time we can achieve the speed response of Clutter-Map for different speeds goals or clutter. So in general, W factor affects parameters or characteristics such as CM velocity, transient response of the CM and CM loss. As a result, high attention should be given in the selection of the desired value of W [14, 19].

IV. SUGGESTED DETECTOR (JNAM)

In this section the suggested detector was derived from adaptive and Clutter-Map detectors. Thresholding in this detector is same as Thresholding technique used in CM-CFAR. Primary output of the JNAM detector can be obtained from equation 2:

\[ Y(i) = kX(i) + (1 - k)Y(i - 1) \]  

(2)

Where k is a positive number smaller than one, \( X(i) \) is cell under test, \( Y(i) \) is output of the detector and \( Y(i - 1) \) is previous output of the detector. The proposed Thresholding algorithm is shown in Figure 3.

![Fig. 3. Suggested algorithm for Thresholding.](image)

After determination of the primary output of the detector, it will be multiplied by a fixed value \( (h_0) \) which depends on the amount of \( P_{fa} \). Then to determine the final threshold, the obtained value will be added to an additional amount(x) which is proportion to \( P_{fa} \). The aforementioned operations ultimately lead to the determination of the optimal threshold \( (T) \). The obtained result is used to compare with the Next input value to determine the presence or absence of target in the next test cells. If the input is greater than the previously obtained threshold, it declares the presence of a target otherwise the absence of a target is declared.

A. Thresholding

Smaller value of shape parameter in probability density function of Weibull and k-distribution means sharper shape for distributions. Larger threshold decision is required to have a lower false alarm rate [10, 21]. Abraham in [21] presented some relationship for thresholding in different distributions. If the background of the distribution is Gaussian, assuming that the average background is \( \delta_o^2 \) and assuming the probability of false alarm is \( P_{fa} \), the threshold can be calculated as follows:

\[ h = -\delta_o^2 \log P_{fa} \]  

(3)

To normalize, this equation is divided into \( \delta_o^2 \) (the average of the background) then the resultant normalized expression for threshold would be as follows:

\[ \tilde{h}_{0} = -\log P_{fa} \frac{\delta_o^2}{\delta_o^2} = -\log P_{fa} \]  

(4)

It should be noted that this threshold equation is for the case of a background with Gaussian distribution. When distribution of the background is not Gaussian, this equation becomes different. In [21] threshold equations for different type of distributions including Gaussian, K and Weibull have been proposed. Table 1 presents the results

<table>
<thead>
<tr>
<th>distribution</th>
<th>Detector Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rayleigh/ Gaussian</td>
<td>( \tilde{h}<em>{0} = - \log P</em>{fa} )</td>
</tr>
<tr>
<td>Weibull</td>
<td>( \tilde{h}<em>{k} = \tilde{h}</em>{0} + \frac{a_{1} h_{0} \alpha}{\nu} )</td>
</tr>
<tr>
<td>K</td>
<td>( \tilde{h}<em>{k} \approx \tilde{h}</em>{0} + \frac{a_{1} h_{0} \alpha}{\nu} )</td>
</tr>
</tbody>
</table>

The purpose of this paper was to provide a detector for marine radars. Marine environment is assumed to be a Homogeneous environment with K-distribution. It has been proved that K-distribution is the most appropriate distribution to describe sea clutter [16, 22, and 23]. Therefore the proposed equation for K-distribution in [21] was used:

\[ \tilde{h}_{k} \approx \tilde{h}_{0} + \frac{a_{1} h_{0} \alpha}{\nu} \]  

(5)
Where $h_0$ is a normalized threshold for the case of a Gaussian background distribution. $a_1$, $a_2$ and $a_3$ are parameters that vary for different $P_{fa}$ and selected according to Table 2. In [20] that the parameters presented in Table 2 were obtained experimentally and observed such that:

- If $a_1 > 0$ then obtained threshold for the $K$-distributions will be larger than a large threshold for Rayleigh distribution. This explains the need for larger threshold due to the longer tail of the $K$-distribution.

- If $a_1 > 0$ and $v \to \infty$ then equation 5 tend to $h_0$ and $K$-distribution will be simplified to Rayleigh distribution.

Table 2: Value of $a_1$,$a_2$,$a_3$ parameters for different $P_{fa}$

<table>
<thead>
<tr>
<th>$P_{fa}$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>Maximum error (dB) when $v \geq 0.2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-2}$</td>
<td>0.112</td>
<td>2.256</td>
<td>0.51</td>
<td>0.130</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>0.098</td>
<td>2.376</td>
<td>0.52</td>
<td>0.096</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>0.128</td>
<td>2.245</td>
<td>0.51</td>
<td>0.070</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>0.149</td>
<td>2.179</td>
<td>0.50</td>
<td>0.054</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>0.145</td>
<td>2.189</td>
<td>0.50</td>
<td>0.042</td>
</tr>
<tr>
<td>$10^{-7}$</td>
<td>0.116</td>
<td>2.267</td>
<td>0.491</td>
<td>0.035</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>0.234</td>
<td>2.018</td>
<td>0.481</td>
<td>0.032</td>
</tr>
<tr>
<td>$10^{-9}$</td>
<td>0.236</td>
<td>2.018</td>
<td>0.473</td>
<td>0.033</td>
</tr>
<tr>
<td>$10^{-10}$</td>
<td>0.274</td>
<td>1.972</td>
<td>0.466</td>
<td>0.040</td>
</tr>
</tbody>
</table>

In the aforementioned equation, $v$ is shape parameter of $K$-distribution that can have values from $[0.1: \infty]$. The accuracy of the approximation over a wide range of $v$ and $P_{fa}$ is shown graphically in Figure 4. As shown in this curve, the approximate threshold, obtained from replacement of $a_1$, $a_2$ and $a_3$ values in equation 5 was compared with the exact values for the different parameters. A negligible difference was observed between these two thresholds so that it can be ignored and they can be assumed to adapt together [21].

Fig. 4. Detector threshold compared with the approximation using first two rows of Table 2 [21]

The values of the parameters shown in Table 2 were obtained by minimizing the maximum error in the specified region of $P_{fa}$ (evaluating each order of magnitude) and for $v \in [0.2: 100]$. The maximum error over each region as listed in the Table 2 was less than 0.2 dB. As seen in Figure 5, the error is also less than 0.2 dB when $v \in [0.1: 0.2]$ except for $P_{fa} = 10^{-2}$ and $10^{-5}$ where the approximation fails below 0.2 dB. These results indicate that Equation 5 can be used with a very good approximation.

Fig. 5. Error in the detector threshold approximation for $K$-distributed background [21]
B. Determining shape parameter(v) for K-distribution in marine environment

From [24] the marine radars is described as follows:

\[ 10 \text{ m} \leq h \leq 3000 \text{ m} \] \[ (6) \]

For heights below the radar, the shape parameter (v) of k-distribution is smaller and therefore clutter becomes spiky with longer tail. In another side, an increase in the height of radar leads to larger value for shape parameters (v). Also in [24], Equation 7 was proposed, which showed relationship between height of radar and shape parameter of K-distribution.

\[ V_{clutter} \approx \frac{1}{10} H^{2/3} \] \[ (7) \]

With replacement of equation 6 in equation 7, clearly it is seen that shape parameter of K-distribution of sea clutter should be in the range of [0.5:100].

Khalighi also stated that, for 23, in a practical situation, especially in the marine environment, shape parameters of surface clutters (including sea clutter) are in the range of [0.5:3]. Therefore with reference to [23, 24] and due to the fact that spiky clutters create main problems in Thresholding of CFAR detectors, the shape parameter were selected in the range of [0.5:5].

C. Determining k coefficient for JNAM detector

An increase in k coefficient, in the presence of interference targets or small targets near the larger goals, arising from the test cell having smaller effect in Thresholding, will result in a slow change and consequently an increase in the result probability of detection of interference targets and smaller targets closer to the larger targets. On the other hand, if the power of background is change basically or in the presence of edge clutter, whatever the amount of k, whether it becomes smaller (because the test cell will have a greater effect on Thresholding with coefficient of 1-k) the threshold will be updated with a higher speed. Therefore in selecting an optimum value for k, a compromise between the higher probability of detection (with larger k) and faster adaption of threshold with power of background (with smaller k) is necessary. Figure 6 shows a general view of variation of \( P_d \) versus k coefficient for different values of \( P_{br} \). It shows that whenever the k coefficient is closer to one, \( P_d \) becomes greater. Also in Figure 7, changes of \( P_d \) according to k coefficient in displayed on the closer view. It is seen that for k \( \geq 0.99 \), power detection is reduced. This implies that the maximum amount that can be considered for k is 0.99. In these simulations, the parameter values are chosen randomly from the range of [0.5: 5]. Generally, it can be concluded that, depending on the operation environment, k coefficient should be considered greater than 0.9 and less than 0.99.

Fig. 6. Probability of detection versus k coefficient for JNAM detector (General view)

Fig. 7. Probability of detection versus k coefficient for JNAM detector (close view)

V. EVALUATION OF JNAMDETECTOR

This section investigated the detection power in homogeneous environment, loss and speed of JNAM detector and compared the results with CA-CFAR and Ex-CFAR detectors.

A. detection Power

This section focused on the detection power of JNAM detector and compared its results with other detectors. The detection power of JNAM for different value of k was first discussed, followed by detection power of JNAM for different value of k compared with other detectors, with random shape parameter. It is important to note that all figures were obtained from the processing of 10^6 cells.

A.1. detection power of JNAM detector for various value of k coefficient

In this section detection power of JNAM detector for different values of k were discussed and the results compared with the ideal detector obtained from Marcum and Swerling equations. For this purpose, performance of detector for three values of k (0.9, 0.95, 0.99) and \( P_{br}=10^{-6} \) is shown in Figure 8. In these
simulations the shape parameters were randomly selected from the range of [0.5:5]. As clearly seen from the figure, larger value for \( k \) (or smaller effect of input on threshold) leads to larger amount of detection power, and the performance of the detector is closer to the ideal detector. Also, in Figure 9 shows the detection power of JNAM detector for \( k=0.99 \) compared to Ex-CFAR, CA-CFAR and ideal detector. This figure shows \( k=0.99 \) as optimum value too.

![Figure 8](image8.png)  
**Fig. 8.** Probability of detection versus SNR for JNAM detector for different value of \( k \) (\( Pfa=10^{-6} \))

![Figure 9](image9.png)  
**Fig. 9.** Probability of detection versus SNR for different detectors

### A.2. detection Power versus SNR (different shape parameters)

This section focused on comparison of detection power of JNAM detector and other detectors for different values of shape parameter of \( K \)-distribution (0.1, 0.5, and 5). In these simulations, the \( k \) coefficient was assumed to be 0.99 and the results are shown in Figures 10 to 12. Also, in these simulations \( P_{fa}=10^{-6} \) was assumed. As seen in these curves, an increase in the \( v \) parameter resulted in JNAM detector results to become closer to the ideal detector. For example in \( v = 5 \), performance of the JNAM detector will be very close to ideal detector; because in this situation clutter is not spiky and \( K \)-distribution tend to Rayleigh distribution (Figure 12).

![Figure 10](image10.png)  
**Fig. 10.** Comparison Probability of JNAM detection with different detectors (\( v=0.1 \))

![Figure 11](image11.png)  
**Fig. 11.** Comparison Probability of JNAM detection with different detectors (\( v=0.5 \))

![Figure 12](image12.png)  
**Fig. 12.** Comparison Probability of JNAM detection with different detectors (\( v=5 \))

### B. Loss of detection

An important topic in the CFAR detectors is the amount of loss. If a CFAR detector is compared with
an ideal detector with known parameters, it can be observed that in a CFAR detector, due to uncertainty about clutter power, threshold level should be assumed a bit higher in order to achieve equal $P_f_a$ with ideal detector. This increases in threshold of CFAR detector makes the need for more signal to clutter (or noise) ratio in same probability of detection essential. The difference between needed amounts of signal to noise ratio in achieving the same $P_f_a$ is called CFAR loss. Obviously, better detector has smaller loss in the same situations [12, 24].

The value of $P_f_i$ in which power of the detectors obtain a loss was considered at $0.5[25, 26]$. Therefore, from Figure 15, the probability of detection versus signal to noise ratio started from 0.5 for different detectors in order to obtain loss with more degree of accuracy. Figures 13 and 14 illustrates the loss of detection versus $k$ coefficient for JNAM detector in both a general and close view. A scan be seen, $k$ coefficient values of 0.9, 0.95 and 0.99 resulted in loss of JNAM detector values of 2.7, 1.7 and 1.1 dB, respectively. Thus the minimum loss of detection was obtained for $k = 0.99$, this means that the most appropriate value for $k$ coefficient is 0.99.

Figure 15 shows the probability of detection versus signal to noise ratio for different detectors (JNAM, CA-CFAR, Ex-CFAR and ideal detectors) in closed view to obtain loss. As shown in the figure, the performance of detectors for $SNR \leq 22$ dB are very close together, therefore it can be said that they have similar performance. But in large amounts of signal to noise ratio (SNR $\geq 22$ dB), Ex-CFAR a higher probability of detection than the JNAM and CA-CFAR detectors (close to optimum) was observed, because in high signal to noise ratio, clutter (especially sharp clutters) increased with the same signal to noise ratio. This resulted in the proportional increase in threshold of CA-CFAR and JNAM detectors, which reduced their detection power. But in Ex-CFAR detector the strong signals were cut off before Thresholding, resulting in a fewer increases in threshold than the other two detector. The consequence of this is an increase in the detection power of this detector in high signal to noise ratio in comparison with the other two detectors. So its performance adapted to the ideal detector in $SNR \geq 22$ dB. Generally, it can be concluded that the performance of each detector is same in $SNR \leq 22$ dB but in $SNR \geq 22$ dB the Ex-CFAR detector has better performance.

It is seen in Figure 15 that the loss experienced in all the detectors was approximately equal to 1 dB. In this simulation, value of 0.99 was considered $k$ coefficient of the JNAM detector.

Figure 16 shows the detection loss of JNAM detector versus shape parameter of $K$-distribution. As seen, maximum loss was obtained for smallest shape parameter $(\nu=0.1)$. But when increase $\nu$, $K$-distribution tended to Rayleigh and its sharpness reduced. It leads to rising $P_d$ and falling $P_f_a$. Because detection loss of JNAM detector is similar to Ex-CFAR and CA-CFAR (from Figure 10, 11, 12) this curve can be distributed for two other detectors.
C. COMPARE THE SPEED PERFORMANCE OF DETECTORS

In this section, speed detection of detectors was compared. For this purpose, the time required in processing of 2000 pulse for different processor was compared. To ensure the results, processing time preprocessor for 500 times was tested. Briefly, 10 samples of obtained results from these tests are shown in Table 3. The obtained data has shown that required time for processing of the 2000 pulse with JNAM detector is 55% of the required time for CA-CFAR processor and 45% of the required times for the Ex-CFAR processor, implying a higher speed of CA-CFAR processor in comparison with Ex-CFAR (despite the fact that the number of contributed pulses in thresholding). Unlike CA-CFAR processors, before averaging of reference cells, excision process takes place, and this requires some more time. This result in the Ex-CFAR processor becoming slower than the CA-CFAR processor. These results demonstrate the high speed of JNAM processor. In fact the main advantage of this processor is its high speed. It can be said that the processing speed of JNAM processors 2.2 and 1.8 times more than Ex-CFAR and CA-CFAR processors, respectively. It is an important advantage for this processor, because in real-time applications where rapid detection is required, speed of the processors is the most important advantage.

Table 3. Needed time for processing of 2000 pulse using different detectors.

<table>
<thead>
<tr>
<th>No.</th>
<th>JNAM (second)</th>
<th>Ex-CFAR (second)</th>
<th>CA-FAR (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.001572</td>
<td>0.003494</td>
<td>0.002841</td>
</tr>
<tr>
<td>2</td>
<td>0.001610</td>
<td>0.003345</td>
<td>0.002730</td>
</tr>
<tr>
<td>3</td>
<td>0.001563</td>
<td>0.003401</td>
<td>0.002821</td>
</tr>
<tr>
<td>4</td>
<td>0.001554</td>
<td>0.003447</td>
<td>0.002969</td>
</tr>
<tr>
<td>5</td>
<td>0.001547</td>
<td>0.003484</td>
<td>0.002818</td>
</tr>
<tr>
<td>6</td>
<td>0.001562</td>
<td>0.003277</td>
<td>0.003183</td>
</tr>
<tr>
<td>7</td>
<td>0.001500</td>
<td>0.003962</td>
<td>0.002867</td>
</tr>
<tr>
<td>8</td>
<td>0.001558</td>
<td>0.003348</td>
<td>0.002847</td>
</tr>
<tr>
<td>9</td>
<td>0.001503</td>
<td>0.003268</td>
<td>0.002824</td>
</tr>
<tr>
<td>10</td>
<td>0.001555</td>
<td>0.003513</td>
<td>0.002924</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this paper a suggested detector named JNAM and ideal detectors CA-CFAR, Ex-CFAR were simulated by MATLAB software to evaluate and compare their performance. After comparing the obtained results from the simulations it was concluded that by selecting optimum value for X coefficient, performance of the JNAM detector was the same as CA-CFAR and Ex-CFAR detectors which are optimum in homogeneous conditions. Also, it was seen that a loss of JNAM detector can be only 1 dB. The simulation was continuous and the speed of the detectors was discussed. The results of these simulations have shown that the speed of data processing by the JNAM detector was approximately 2.2 and 1.8 times faster than Ex-CFAR and CA-CFAR, respectively. It can be considered as the most important advantage of this detector because in real-time radar detectors, speed of detection is the most important parameter. Another advantage of JNAM detector is its simple structure and algorithm which can be easily implement.
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