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Abstract—The purpose of stance detection is to identify the author's stance toward a particular topic or claim. Stance 

detection has become a key component in applications such as fake news detection, claim validation, argument 

searching, and author profiling. Although significant progress has been made in stance detection in languages such as 

English, little attention has been paid in some other languages, including Persian.  One of the main problems of research 

in Persian stance detection is the shortage of appropriate datasets. In this article, to address this problem, we consider 

data augmentation, the artificial creation of training data, which is used to conquer the shortage of datasets. In this 

research, we studied several methods of data augmentation such as EDA, back-translation, and merging source dataset 

with similar one in English language. The experimental results indicate that combining the primary data set with the 

translation of another dataset with similar content in another language (for example English) result in a significant 

improvement in the performance of the model. 
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I. INTRODUCTION 

Recently, the rapid spread of news in social media 
has led people to depend on these platforms as the main 
sources of information. Therefore, validating the 
content and information exchanged in these media has 
become a vital issue. 

Sources such as Twitter, Facebook, online news 
sites, other social media and personal blogs of 
journalists have unconsciously become essential 
players in providing news content [1]. Therefore, 
governments, journalists and social media platforms are 
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working hard to distinguish real news from fake news. 
The first helpful step in fake news detection is to find 
out what other news sources, posts, or comments have 
a stance towards this news. Therefore, stance detection 
is the first and most crucial step in detecting fake news 
[2], which is still in the early stages of research and in 
recent years it has attracted a lot of attention from many 
researchers [3, 4]. The stance detection process requires 
a large amount of labeled data. On the other hand, most 
of the articles have worked on stance detection in 
English [5, 6, 7], and many of the prepared datasets are 
also in the same language [8, 9, 10].  

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

ur
na

l.i
tr

c.
ac

.ir
 o

n 
20

24
-0

5-
01

 ]
 

                               1 / 9

https://orcid.org/0000-0001-7360-9616
https://orcid.org/0000-0001-6050-1016
https://orcid.org/0000-0002-0742-0222
https://journal.itrc.ac.ir/article-1-559-en.html


Nevertheless, for stance detection in low data 
resource languages, it is necessary to use techniques 
that either does not depend on the data or can increase 
the amount of data without generating new labeled data, 
which is called data augmentation techniques. In this 
study, we investigate the impact of data augmentation 
methods on the accuracy of Persian stance detection in 
social media. The structure of this paper is as follows:  
Section II describes the concept of stance detection and 
data augmentation, and while examining their methods, 
points out the related activities carried out in these two 
areas. Section III explains the proposed method. 
Section IV, while describing the used datasets in this 
study, will discusses and analyzes the results of 
applying data augmentation methods on Persian stance 
detection. Finally, Section V expresses conclusions and 
future works. 

II. RELATED WORKS 

A. Stance Detection 

Stance detection (which is also known as stance 
classification, stance analysis, or stance prediction) is 
usually considered as a subset of the sentiment analysis 
problem. Its aim is to automatically determine the 
position of an author towards a statement, a target or a 
subject that is explicitly stated in the text, or only 
implied [11]. A statement can be a claim, news, an idea, 
or a part of a text, and the target or subject can be a 
person, an organization, a government policy, a 
product, or an event [8]. 

In the existing literature, stance detection can be 
categorized into different types:  

  1) Target-specific stance detection: Most 
researches are based on this category [12, 13, 14], and 
its aim is the detection of the stance expressed in a text 
towards a specific target [15]. 

   2) Multi-target stance detection: More recently, 
since people often comment on multiple target entities 
in the same text, multi-target stance detection was 
designed. Multi-target stance detection aims to detect 
social media users’ opinions toward two or more targets 
[10, 16]. In [10] was state because in many applications, 
there are many natural dependencies among targets, 
target-specific models are not effective. Therefore, it 
focuses on the problem of multi-target stance detection. 

  3) claim-based stance detection: It is considered a 
suitable method to analyze the integrity of the news. For 
that reason, claim-based stance detection has been 
heavily used for rumor resolution studies [3, 17, 6]. 

In recent years, several research focus on posts and 
tweets on social networks. Still, regardless of the type 
of the content, the stance detection approaches can be 
divided from three main perspectives [18]: 1) Feature-
based machine learning approaches that often use 
machine learning algorithms such as logistic regression, 
Support Vector Machine (SVM), decision tree, and so 
on for learning [19, 20]. 2) Deep learning approaches 
that usually use deep neural networks such as Recurrent 
Neural Network (RNN), or Long Short Term Memory 
(LSTM) [21, 22]. Some of the common features used in 
these approaches are vector representation of words, 
i.e., Word2Vec [23] and GloVe [24], phrase 
embedding, n-grams of words or letters. 3) Ensemble 

learning approaches that use more than one classifier to 
get the final result of the stance detection [14, 22]. The 
simplest method considered in these approaches is 
majority voting. 

 

B. Data Augmentation 

Since a significant amount of data is needed for 
automatic stance detection, in low data resources 
languages in which there is not enough labeled data, it 
is necessary to use methods to increase data, which 
these techniques are called data augmentation. 

Data augmentation techniques refer to strategies 
that enable us to artificially increase training examples 
by generating different versions of real datasets without 
explicitly collecting new data [25]. In data 
augmentation, the optimal mode is to increase data and 
improve system performance. Data augmentation 
strategy is used in computer vision and Natural 
Language Processing (NLP) to deal with data scarcity 
and insufficient data diversity. It is relatively easy to 
create augmented images, but the same is not the case 
with Natural Language Processing due to the 
complexities inherent in the language. We cannot 
replace each word with a synonym and even if we do, 
the context will be different [26]. Data augmentation is 
usually done at different levels: letter level, word level, 
phrase level and document level [26]. On the other 
hand, data augmentation techniques usually take place 
in different ranges, from rule-based approaches [27] to 
model-based methods [28]. Rule-based methods are 
much easier to implement, but they may not provide 
significant improvement. Model-based methods greatly 
effect on performance but, they are more challenging to 
develop and use. On the other hand, the distribution of 
augmented data generated should neither be too similar 
nor too different from the original data because this may 
lead to overfitting or poor performance through 
practical data augmentation approaches should aim for 
a balance [26]. 

 Common methods of data augmentation for NLP are 
as follows [29]: 

1) Paraphrasing-based methods: They create 
appropriate and limited changes in the data, which have 
very little semantic difference from the original data. 
The most common method of this category is back-
translation, which consists of three steps:  

- Temporary translation: Each of the labeled 
sentences in the original dataset (source language) is 
translated into another language (destination 
language).  

- Back-translation: Each of the translated 
sentences into the destination language is translated 
again into the source language.  

- Removing duplicates: In which duplicate 
samples are removed from the combination of the two 
original data sets and the created data. This technique 
allows to produce of textual data of distinct wording 
to the original text while preserving the original 
context and meaning [30]. Several studies use this 
method to increase data [31, 32]. Table 1 shows a real 
example in our dataset. 
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TABLE I.  HOW SOME EXAMPLES OF BACK TRANSLATED  

Original 
data 

تلف شدن مرغ ها با  
 یزدپرندگان در    آنفولانزای

Persian -> English Loss of 
chickens due 
to bird flu in 

Yazd 
Augmented 

data 

  بر اثرها  جوجهتلف شدن  
 یزدپرندگان در    آنفولانزای

Persian <- English 

Original 

data 

جنگ داعش در   وزیر

عراق به   هواییحمله  

رسیدهلاکت   
Persian -> English The war 

minister of 

ISIS was 

killed in an 

Iraqi airstrike 
Augmented 

data 

جنگ داعش در   وزیر

کشته عراق    هواییحمله  

 شد
Persian <- English 

 

2) Noising-based methods: the focus of 
paraphrasing is to make the semantics of the augmented 
data as similar as possible to the original data. In 
contrast, the noising-based methods add weak noise 
that does not seriously affect the semantics so it 
appropriately deviates from the original data [29]. 

One of the most common methods in this category 
is Easy Data Augmentation (EDA), which consists of 
four simple but powerful operations. These operations 
include synonym replacement, random insertion, 
random swapping and random deletion of words [21]. 

The aim of synonym replacement is randomly 
choosing n words from the sentence that are not stop 
words and replacing each of them with one of its 
synonyms. This replacement is either based on word 
embedding that uses Pre-trained word embedding like 
GloVe, Word2Vec, and fast-text [33], or based on 
lexical that uses a network of word concepts such as 
WordNet [26]. In random insertion, a word is chosen 
randomly in the sentence and after choosing one of its 
synonyms, the synonym is added to an arbitrary 
position. In random swapping, randomly choose two 
words within the sentence and swap their positions. 
This method is usually not a good suggestion for 
languages that are very grammatically rich (such as 
Hindi Language) because it may change the meaning of 
the whole sentence. And finally, the aim of random 
deletion is randomly remove the words within the 
sentence. Many research has applied this method [27, 
34, 35]. An example of the output of the four mentioned 
methods is given in Table 2. 

 

TABLE II.  AN EXAMPLE OF EDA METHOD 

Operation Sentence 

None A sad, superior human comedy played 
out on the back roads of life. 

Synonym 
replacement 

A lamentable, superior human comedy 
played out on the backward roads of 
life. 

Random 
insertion 

A sad, superior human comedy played 
out on funniness the back roads of life. 

Random swap A sad, superior human comedy played 
out on roads back the of life. 

Random 
deletion 

A sad, superior human out on the roads 
of life. 

 One of the problems of this method is that in 
relatively short sentences, these changes may lead to 
noise and sometimes change the corresponding class. 
But long sentences, because they have more words than 
short sentences, can absorb more noise and retain their 

 
1 Natural Language Toolkit 

original class label. In this article, we ignored this issue 
and had the same treatment with all the sentences. 

3) Sampling-based methods: In this method, new 
samples are added based on the data distribution. For 
example, it is possible to create a larger dataset by 
merging the original dataset and a similar dataset in 
another language. The similarity between two dataset 
means the both datasets have been prepared with the 
same purpose (here, to stance detection of a text, a news 
or a tweet reply toward a claim or tweet). Also, both 
datasets have the same labels or, in case of 
differentiation, the labels can be mapped to each other. 

III. PROPOSED METHODOLOGY 

To investigate the effect of data augmentation 
methods on stance detection performance, used the 
methods mentioned in Section II. Our methodology is 
composed of two big steps which have been shown in 
pseudo code in detail in Figure 1 and Figure 2.  

The first step in natural language processing is data 
preprocessing, which helps to improve the quality of 
data and extract better meaning from it. In this step, 
sequences such as numbers, punctuation marks, extra 
spaces, stop words, and unwanted characters were 
cleared from the text, after tokenizing it. For this 
purpose, we used Hazm library for pre-processing the 
Persian dataset. Hazm is an open-source library to 
perform the necessary processing for the Persian 
NLTK1 library. The NLTK library is also used for the 
preprocessing of the English dataset. 

In the next step, each data augmentation methods 
were applied to the data and the augmented data were 
produced. Then, the features should be extracted. We 
used Bag of Words (BOW) representation and Term 

Frequency-Inverted Document Frequency (TFIDF) to 
extract features from our texts. Bag of words is a vector 
space model used to extract features from textual data 
simply and flexibly [36]. TFIDF is a vector that shows 
the importance of a word to a document in a set of 
documents [37].  

In the modeling step, we first split dataset into train 
and test, then we considered 80% of the datasets as 
training data and the rest as testing data. Also, we used 
k-fold cross-validation and set k=10. On the other hand, 
because the samples in the data are not balanced, that 
is, the number of samples in each class is not equal, the 
stratified-KFold library in Python was used to shuffle 
the data in a balanced way.  

Since our goal is to investigate the impact of data 
augmentation methods on the model's performance, we 
tried to use only the simple but practical SVM 
algorithm that shows promising results in text 
classification. After training the model and evaluating 
it, we applied the model to test data for predicting their 
labels. The results of using this algorithm on the 
augmented data are given in Section IV. 

IV. EXPERIMENTAL RESULTS 

In this section, we will first describe the dataset used 
in the article, and after introducing the criteria used, we 
will present the results of the experiments and compare 
them with existing similar researches. 
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A. Dataset 

A.1. Persian dataset2 

This dataset contains 534 claims collected from 
Shayeaat3 and Fakenews4. It consists of two parts [38]: 
the first includes claims with news headlines and the 
second includes claims with the article's body text. Each 
news headline or article's body has one of the following 
labels: 

- Agree: The article states that the claim is true with-

out any hedging or quotation. 

- Disagree: The article states that the claim is false, 

without any kind of hedging and quotation. 

- Discuss: The claim is reported in the article without 

evaluating its truth. 
- Unrelated: The claim is not reported in the article. 

The first part of this data set which contains the pairs 
of news headlines and claim has 2029 samples, and the 
second part, which contains the pairs of article's bodies 
and claim has 1997 samples. Table 3 shows the 
distribution of labels in each part of dataset. 

 

 

2 https://github.com/majidzarharan/persian-stanceclassification 3 Shayeaat.ir 
4 Fakenews.ir 

 

Figure 1.  Pseudo code for data augmentation 

Algorithm: Pseudo-code for the DataAugmentation. 

1: Input: PersianDS, EnglishDS [input Datasets as global variables] 

2: Global variables:  

3:  Aug_EDA_Data, [Augmented data generated using EDA method] 

4:  Aug_BT_Data_Eng, [Augmented data generated using back-translation method by considering English as 

destination language] 

5:  Aug_BT_Data_Ar, [Augmented data generated using back-translation method by considering Arabic as destination 

language] 

6:  Aug_Trans_Data_Eng, [Augmented data generated using merging method in English language] 

7:  Aug_Trans_Data_Pers [Augmented data generated using merging method in Persian language] 

   

8: Function DataAugmentation 

9: PreProcPersDS = PreProcess (PersianDS) [After tokenizing each sentences in input dataset, punctuation marks, 

numbers, additional spaces, stop words, and undesirable characters were removed in the text.] 

10:   PreProcEngDS = PreProcess (EnglishDS)   

11:   EDA_Data = EDA (PreProcPersDS) [EDA refer to Easy Data Augmentation method] 

12:   BT_Data_Eng = BT (PreProcPersDS, Persian, English) [BT refer to Back Translation method] 

13:   BT_Data_Ar = BT (PreProcPersDS, Persian, Arabic) 

14:   Trans_Data_Eng = TR (PreProcPersDS, English) [Translate PreProcPersDS to English] 

15:   Trans_Data_Pers = TR (PreProcEngDS, Persian) [Translate PreProcEngDS to Persian] 

16:    Aug_EDA_Data = Merge (EDA_Data, PreProcPersDS) 

17:   Aug_BT_Data_Eng = Merge (BT_Data_Eng, PreProcPersDS) 

18:   Aug_BT_Data_Ar = Merge (BT_Data_Ar, PreProcPersDS) 

19:   Aug_Trans_Data_Eng = Merge (Trans_Data_Eng, PreProcPersDS) 

20:   Aug_Trans_Data_Pers = Merge (Trans_Data_Pers, PreProcEngDS) 

21:        Return 

22: End function 

 

23: Function EDA (Dateset) 

24:       Part1, Part2, Part3, Part4 = SplitDS (Dataset) [Divide the Dataset into four parts for our methods] 

25:       Aug_Part1 = SynReplace (Part1) [randomly choosing a word from each sentence in Part1 and replacing it with one of its 

synonyms] 

26:      Aug_Part2 = RandInsert (Part2) [randomly choosing a word from each sentence in Part2 and its synonyms is added to an 

arbitrary position] 

27:       Aug_Part3 = RandSwap (Part3) [randomly choosing two words within each sentence in Part3 and swap their positions] 

28:       Aug_Part4 = RandDelete (Part4) [randomly removing the one or some words within each sentence in Part4] 

29:      EDA_Data = Merge (Merg(Aur_Part1, Aug_Part2), Merge (ug_Part3, Aug_Part4)) ) [Merging all Aug_parti datasets] 

30:      Return EDA_Data 

31: End Function 

 

32: Function BT (Dateset, SourceLang, DestLang) 

33:       TransDt_DS = TR (Dataset, DestLang) [Translate Dataset to DestLang Language] 

34:       TransSr_DS = TR (TransDt_DS, SourceLang) [Translate TransDt_DS to SourceLang Language] 

35:       BT_Aug = Merge (Dataset, TransSr_Ds) 

36:      Return BT_Aug 

37: End Function 

 

38: Function Merg (DS1, DS2) 

39:       MergedDS = Union (DS1, DS2) 

40:       Return MergedDS 

41: End Function 
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TABLE III.  DISTRIBUTION OF LABELS IN PERSIAN DATASET 

         Label 

   Type Agree Disagree Discuss Unrelated Total 

Part 1 

(Headline-Claim 

Stance) 
405 164 802 658 2029 

Part 2 

(Article-Claim 

Stance) 
137 206 1068 586 1997 

 

A.2. English dataset 
This dataset is related to SemEval-2017-Task85 and 

contains 297 rumors - which are gathered around eight 
events taken from the urgent news- along with 5271 
response tweets, which is a total of 5568 pairs (tweets 
and tweet responses), which are divided into two parts, 
training data and test data. Table 4 shows the 
distribution of tags in this data set: 

 

TABLE IV.  DISTRIBUTION OF LABELS IN ENGLISH DATASET 

        Label            

Type Support Deny Query Comment 

Train 910 344 358 2907 
Test 94 71 106 778 

 
This dataset used the tree-structure of tweets [3]. It 

composed of tweets that respond to the rumor tweet. 
The labels of this dataset are Support, Deny, Query and 
Comment. Therefore, this dataset is developed to 
determine the stance of response tweets toward a rumor 
tweet (that can be direct or nested responses).  

 
5 https://alt.qcri.org/semeval2017/task8 

 

Figure 3.  Tree structure of tweets in social media 

An example of the tree structure of tweets is shown 
in Figure 3. In this figure, user1 and user3 directly 
respond to user0's tweet, but user2 has expressed his 
opinion in response to user1's post.  

Since our Persian dataset only includes the first 
level (users who directly reply to the source tweet), we 
only consider the first level in the English dataset and 
ignore the rest. A real example of the dataset is shown 
in Figure 4 which L refers to the level. 

 

 

Figure 4.  A real example in English dataset 

 

Figure 2.  Pseudo code for stance detection 

Algorithm: Pseudo-code for the StanceDetection 
1: Input: AugData [input Datasets as global variables] 
2: Function StanceDetection (AugDataDS) 
3:       Vectorized_DS = FeatureExtr (AugDataDS) [Extracting features of each document in AugDataDS and Present them 

in Matrix format] 
4:       Train_Data, Test_data = Split (Vectorized_DS, n) [split Vectorized_DS to n, 1-n; which 0<n<1] 
5:       Trained_Model = TrainModel (Train_Data)   
6:      Predicted_Out = Predict (Trained_Model, Test_Data) 
7:      Return 
8: End Function 

 

9: Function TrainModel (Train_Data, k) [k is the number of folds] 
10:       Divide Train_Data into k folds with approximately equal distribution of cases 
11:       For fold ki in the k folds: 
12:              Set fold ki as the test set 
13:              Perform automated feature selection on the remaining k-1 folds 
14:              Trained_Model = Train model on k-1 folds using hyper-parameter combination [train with SVM algorithm] 
15:              Evaluate model performance on fold ki  
16:        Calculate average performance over k folds 
17:  Return Trained_Model 
18:  End Function 

 

19: Function Predict (Trained_Model, Test_Data) 
20:       Divide DS into k folds with approximately equal distribution of cases 
21:       For Si in Test_Data: 
22:              outi = Trained_model (Si) [for each instance in Test_Data create a lable as output] 
23:  Return [out is a list of all  outi] 
24:  End Function 

L0: Unconfirmed reports claim that Michael Essien has 

contracted Ebola 

L1:  his is not funny, people are dying from this. 

You should be ashamed of yourself. 

L2: Who mentioned it being funny? 

'UNCONFIRMED reports'.... to translate: 'it 

might not be true, but...' 

L1: Glad to hear this is just a rumor. Disgusting 

whoever made this up. Apologies to 

@MichaelEssien and for any offence caused. 

L1: no he hasn't. The man himself confirmed not 

true 
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B. Performance Metrics 

To demonstrate the performance of our proposed 
method, we calculated the accuracy and F-Measure as 
follows: 

F-Measure determines the harmonic mean of 
precision and recall by giving information about the 
test’s accuracy. It is expressed mathematically as 
follow: 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
           (1) 

 

Accuracy measures the percentage of correct 
predictions relative to the total number of samples. It 
can be expressed as follow: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
=

𝑇𝑃 + 𝐹𝑁

𝑇𝑝 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
    (2) 

 

Recall measures the proportion of data predicted in 
its class. Mathematically, it can be expressed as follow: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
      (3) 

 

Precision: measures the likelihood of a detected 
instance of data to its real occurrence. It can be 
calculated as follow: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 
    (4) 

TP, FN, TN, FP stand for true positive, false 
negative, true negative and false positive respectively. 

 

C. Results 

In this section, first we present the results of 
experiments on the original dataset (without any data 
augmentation) in Table 5. Then we will examine the 
effects of applying each of the data augmentation 
methods on the performance of the used algorithm. 

 

TABLE V.  RESULTS ON THE ORIGINAL DATASET 
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Part 1 

(Headline-Claim) 
2029 

BOW 0.41 0.40 0.41 0.40 
TFIDF 0.53 0.53 0.53 0.53 

Part 2 

(Article-Claim) 
1997 

BOW 0.55 0.50 0.55 0.51 
TFIDF 0.83 0.83 0.83 0.83 

 
 

Table 3 shows that BOW does not lead to good 
accuracy in the original data set. But we will see later 
that when the data set increases, this feature can also 
have a positive effect on improving performance. 
Below are the methods used for data augmentation in 
this article, along with the results of each one: 

1) Easy Data Augmentation (EDA) 
In [32] all operations of EDA technique on the 

Persian dataset used in the current research have been 
examined and showed that combining these four 
operations would be more suitable for this data. 
Therefore, in this study, we used the combination of 
these operations on the Persian dataset. The results of 
this experiment are given in Table 6. 

 

 

TABLE VI.  THE RESULTS OF EDA ON PERSIAN DATASET 
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Part 1 

(Headline-Claim) 
4058 

BOW 0.52 0.52 0.51 0.52 
TFIDF 0.77 0.77 0.77 0.76 

Part 2 

(Article-Claim) 
3994 

BOW 0.63 0.61 0.63 0.61 
TFIDF 0.80 0.80 0.80 0.79 

 

2) Back-translation 
In the current research, we considered English and 

Arabic as the target languages to examine the effect of 
the relevant method on the results and the effect of the 
target language. We used googletrans for translating the 
dataset. Googletrans is a free and unlimited python 
library that implemented Google Translate API. Tables 
7 and 8 show the results of this method by considering 
English and Arabic, respectively. 

 

TABLE VII.  THE RESULTS OF BACK-TRANSLATION ON PERSIAN 

DATASET (TARGET LANGUAGE IS ENGLISH)) 
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Part 1 

(Headline-Claim) 
3998 

BOW 0.49 0.48 0.49 0.48 

TFIDF 0.67 0.67 0.67 0.66 
Part 2 

(Article-Claim) 
4058 

BOW 0.46 0.45 0.46 0.45 
TFIDF 0.62 0.62 0.62 0.62 

TABLE VIII.  THE RESULTS OF BACK-TRANSLATION ON PERSIAN 

DATASET (TARGET LANGUAGE IS ARABIC)) 
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Part 1 

(Headline-Claim) 
3985 

BOW 0.60 0.57 0.60 0.57 
TFIDF 0.72 0.71 0.72 0.70 

Part 2 

(Article-Claim) 
3994 

BOW 0.57 0.57 0.56 0.56 
TFIDF 0.66 0.65 0.66 0.65 
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TABLE IX.  THE RESULTS OF DATA AUGMENTATION METHODS  

Data 

Augmentation 

Method 

Dataset 

(Headline, Claim) (Body, Claim) 

BOW TFIDF BOW TFIDF 

Acc. F1 Acc. F1 Acc. F1 Acc. F1 

Persian Dataset 0.41 0.40 0.53 0.53 0.55 0.51 0.83 0.83 

Translated Persian 

Dataset 
0.41 0.39 0.47 0.46 0.55 0.52 0.62 0.59 

EDA Aug_EDA_Data 0.52 0.52 0.77 0.76 0.63 0.61 0.80 0.79 

Back-

translation 

Aug_BT_Data_Eng 0.49 0.48 0.67 0.66 0.60 0.57 0.72 0.70 

Aug_BT_Data_Ar 0.46 0.45 0.62 0.62 0.57 0.56 0.66 0.65 

Merging 

datasets 

Aug_Trans_Data_Eng 0.77 0.78 0.81 0.81 0.66 0.63 0.86 0.85 

Aug_Trans_Data_Pers 0.77 0.78 0.82 0.82 0.83 0.83 0.86 0.86 

 

3) Merging the Persian dataset and English dataset 
Most of the work done in Persian is in rumor 

detection, and there is no specific study on stance 
detection [38]. The only study has been done in this 
filed was explained in the beginning of Section IV [38]. 
One of the English datasets that can be considered 
equivalent to this is the dataset that was published in 
Semeval 2017-task 8, because its type is based on 
claims (claim-based), and on the other hand, its labels 
can be mapped to each other. The explanations of 
English dataset are given before.  

Since the Persian dataset does not consider the tree 
structure, we also tried to select only the first level of 
English dataset tree structure, and thus the size of our 
used English dataset was reduced to 3272 samples. 

 At the next step, the English dataset labels were 

mapped to the Persian dataset as follows: 
 

𝐴𝑔𝑟𝑒𝑒 ≈ 𝑆𝑢𝑝𝑝𝑜𝑟𝑡 
𝐷𝑖𝑠𝑎𝑔𝑟𝑒𝑒 ≈ 𝐷𝑒𝑛𝑦        

𝐷𝑖𝑠𝑐𝑢𝑠𝑠 ≈ 𝑄𝑢𝑒𝑟𝑦 
𝐶𝑜𝑚𝑚𝑒𝑛𝑡 ≈ 𝑈𝑛𝑟𝑒𝑙𝑎𝑡𝑒𝑑 

 

Finally, once the English dataset is translated into 

Farsi and added to the Persian dataset, and once again 

the Persian dataset is translated to English and added 

to the English dataset. Tables 9 and 10 show the test 

results on these two new datasets, respectively. 

TABLE X.  THE RESULTS OF MERGING DATASETS IN PERSIAN 

LANGUAGE  
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Translated English 

dataset + part1 
5301 

BOW 0.77 0.79 0.77 0.78 
TFIDF 0.81 0.81 0.81 0.81 

Translated English 

dataset + part2 
5269 

BOW 0.66 0.64 0.66 0.63 
TFIDF 0.87 0.88 0.87 0.87 

 

 

 

 

 

 

TABLE XI.  THE RESULTS OF MERGING DATASETS IN ENGLISH 

LANGUAGE 

D
a
ta

 

S
iz

e 

F
e
a
tu

re
 

A
cc

u
ra

c
y
 

P
r
ec

is
io

n
 

R
ec

a
ll

 

F
-M

e
a
su

re
 

Translated Part1 + English 

dataset 
5301 

BOW 0.77 0.79 0.77 0.78 
TFIDF 0.82 0.82 0.82 0.82 

Translated Part2 + English 

dataset 
5269 

BOW 0.83 0.83 0.83 0.83 
TFIDF 0.85 0.86 0.85 0.85 

 

D. Comparison and Analysis of results 

Table 11 shows the summary of the results on each 
of datasets by the used features, the applied method and 
the evaluation criteria. The first two lines of this table 
show the results on the original data, the first line on the 
original data and the second line on the translation of 
the same original data. The other lines of the table show 
the results on the augmented data. 

The results indicate that the best method to increase 
the quality of stance detection performance is the 
method of merging the original dataset with a similar 
dataset in other language, which leads to increase 
diversity in data and also there is no need to spend time 
and money to prepare the many samples. If such dataset 
is not found in other languages or it is not possible to 
access it, the next optimal method is the easy data 
augmentation (EDA) method, which also shows a good 
improvement in the performance of the algorithm. 

Back translation method although has increased the 
amount of evaluation criteria, but compared to the other 
two methods, it makes less improvement in the 
algorithm. On the other hand, we tried to check the 
effect of the language on the results obtained in back 
translation method. Therefore, we chose two languages 
for target: English and Arabic. The results show that 
although the Persian language is more similar to the 
Arabic language in terms of alphabet and writing form 
but when the destination language is English, the results 
are better than what is achieved when it is Arabic.  
Because the Persian language and the English language 
do not have the grammar and syntax as the Arabic 
language. 

Finally, we compared our model with the best 
models presented in [34] and [38] which are the only 
research that have been done in the field of Persian 
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stance detection. [38] used LSTM and [38] applied 
transfer learning and EDA data augmentation on 
Persian dataset which described in this paper. Table 12 
shows the comparison results.  

TABLE XII.  COMPARISON OF THE PROPOSED MODEL WITH 

OTHER MODELS PRESENTED FOR PERSIAN STANCE DETECTION  

Model 
Headline-Claim Body-Claim 

Accuracy F1 Accuracy F1 

[38] 0.67 0.67 72  71  

[34] 0.75 0.75 0.76 0.76 

The proposed 

model 
0.82 0.82 0.86 0.86 

 

V. CONCLUSION 

In this paper, in order to resolving the problem of 
lack of data in Persian stance detection, we used data 
augmentation techniques. Then we analyzed the effect 
of each one in improving the performance of the SVM 
algorithm. In this regard, we investigated the Persian 
claim based stance detection and used different data 
augmentation methods (such as easy data 
augmentation, back translation, and merging similar 
datasets). The test results show that if we can merge the 
source dataset with similar dataset in other languages 
and create a larger dataset, we will get significant 
improvement without spending time, cost and human 
resources in collecting data and labeling them. If such a 
data set is not available or does not exist, a good 
improvement can be achieved by using the EDA 
technique. 

Also, deep learning methods and transformers such 
as BERT can be used to improve the stance detection 
model and apply them to augmented data. Also, another 
thing that can be done to reduce dependence on dataset 
is to use transfer learning methods, so that the model is 
trained on English data and then the trained model is 
used on Persian data. It is also possible to examine the 
effect of other features such as the polarity of feeling 
and so on the results. 
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