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Abstract— In this paper, we propose an approach to data fusion to enhance the accuracy of data integration. The 
proposed approach uses the information in the relationships between entities to find more evidence for the correctness 
or incorrectness of the values generated by different data sources. We also define some concepts and investigate the 
different methods for identifying relationships between entities. Then, we consider how to use these relationships to 
increase the accuracy of the conflict resolution process. Unlike many existing approaches, our proposed approach is at 
the high level of data abstraction. Using the information there exists at the high levels of data abstraction allows us to 
provide sufficient evidences where data is incomplete and there is no reliable source for the particular object. The 
evaluation results show that our proposed approach outperforms existing conflict resolution techniques. 

Keywords- Conflict Resolution; Data Fusion; Truth Discovery; Relation Assessment. 

 

I. INTRODUCTION  
Nowadays, internet has become unrivaled huge 

source of information due to its ease of access and use. 
Data sources provide information about real world 
entities with different levels of completeness and 
certainty. Thus, the data has inconsistencies at three 
levels of schema, entity, and values. The purpose of data 
integration is to eliminate these inconsistencies and 
create unified access and view on different and 
inconsistent data sources [1]. Inconsistency at the 
schema level is related to differences in data modeling 
such as relational database, plane text or RDF. To 
resolve such inconstancies, various schema mapping 
and schema matching approaches are proposed [2]. The 
mismatch at the entity level is due to differences in the 
description of entity. For example, an entity is described 
by different attributes in different sources. Such 
conflicts are resolved by entity resolution and record 
linkage methods [3]. In this paper, we focus on conflicts 
at value levels that is one of the important challenges in 
a data integration system. Conflicts at value level are 
arisen by data sources that are of widely differing 
qualities. These data sources provide information about 
a particular object with significant differences in the 
coverage, accuracy and timeliness. In other words, 
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there are multiple sources providing different values for 
the same attribute of the entity. The aim of conflict 
resolution is to combine values that describe a similar 
entity leading to one value which is closer to the real 
world. This process is considered as a data fusion 
process [4].   

The purpose of a fusion problem is to estimate the 
correctness of the claimed values for the attributes of 
objects provided by the data sources. It can be said that 
we need to look for some evidences to decide whether 
a claim is correct or not. The more evidences we find 
for a claim to be true, the more likely we are to find the 
true value from among different values. For example, 
if a particular value is produced by multiple sources it 
is likely to be a correct value (as in the majority voting). 
In fact, the differences in approaches and techniques of 
data fusion are due to the different methods of finding 
and applying the evidences of correctness. Most fusion 
methods presented so far have been based on estimating 
the reliability of the sources. It means that, the main 
evidence for the correctness of a value is the reliability 
of the source that provides this value. Since the 
reliability of the sources at are unknown apriori, it is 
necessary to estimate this parameter. This approach 
doesn’t work well on some issues as we explain below: 
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• Unreliable data sources and copy of incorrect value: 
the basis of all the methods is voting. It means that, the 
value that provided by lots of data sources is selected as 
a correct value. This approach is useful when the 
number of reliable sources is higher than unreliable 
sources; or unreliable sources provide different 
incorrect values. However, if the number of unreliable 
sources is high and these sources have copied the wrong 
values, the wrong value will be reported as the output 
of fusion process.  

• Long tail data: the methods presented so far are based 
on reporting values from multiple data sources. That is, 
various sources have reported values for specific 
feature of an object. Even some approaches [5] ignore 
the entities that for their attribute exist values from only 
one data source and assume it to be valid without any 
operation. While some sources may report information 
about some entities or the number of sources that 
produce information about some entities may be small. 
In these cases, inaccurate values cannot be detected by 
existing methods. 

• Incomplete data: The other key assumption in the 
existing approaches is the same attributes that exist for 
each entity in each source. While in many practical 
applications, some sources may report only the part of 
the attributes of an entity. 

The reason for the inefficiency of the existing 
methods is to operate at the entity level. At this level, 
the only information available is the attribute values of 
the entities provided by multiple sources. As Li et al. 
(2016) reviewed in [6], most approaches assume that 
entities are independent and ignore the information that 
exists in the relationships between entities. However, 
there are relationships between entities that contain 
valuable information for truth discovery. For example, 
two books published by a publisher are likely to have 
the same subject, or two classmates have the same level 
of education. According to what we said in the previous 
article (2017) [7], the use of inter-entity relationships to 
detect true values and conflict resolution is high-level 
data fusion. So, it is not necessary to make assumptions 
about low levels of data abstraction, such as the 
reliability of the data source or how the data is 
distributed. The use of existing information in relation 
between entities as further evidence to estimate the 
truthfulness of any claim is a new approach that we 
consider in this article. In this approach it is important 
to determine some following issues:  

• Are the relations between the entities as the one of the 
input of the problem? For example, in some 
applications, the entities have spatial or temporal 
relations, or there are cause-and-effect relationships 
between the attributes of the entities. Such as the 
illnesses and the symptoms. Therefore, it is possible to 
consider relationships between entities as the input of 
the problem in some problems. The main challenge here 
is how to represent relational data in such a way that the 
inference process of conflict resolution can be easily 
inferred. 

• If the relationships between entities are not already 
known, the main challenge will be how to infer the 
relationship between entities. In this case, we have 
presented two types of solutions, the first of which is a 

relational classification method that relates to the 
relational machine learning [8] and the second is the use 
of the energy function in data representation in the 
unsupervised learning domain. 

This article follows these goals: 

1) Studying the proposed data fusion methods for 
conflict resolution from the perspective of different 
levels of data abstraction. And then, identifying the 
necessity of using higher level of data fusion than what 
has been discussed so far. 

2) Introducing the problem of conflict resolution in 
three main categories of high-level fusion methods that 
use relationships between entities. 

3) Identifying the key challenges and proposing 
solution in the problem of conflict resolution when the 
relation are unknown and there are no explicit relation 
between entities as the input parameter of the problem.  

4) Evaluation of proposed solutions on real and 
artificial data. 

Therefore, this paper is one of the first articles to 
examine the issues raised in high-level fusion for the 
problem of conflict resolution and can be a good 
starting point for future research in this field. The rest 
of the article is organized as follows: 

After Section 2 that is literature review, In Section 
3, a motivational example is presented that illustrates 
the main motivation behind proposing a new approach, 
in addition to addressing the main issue at stake in this 
article. Section 4 formally defines the problem of 
conflict resolution and provides the concepts and 
notations used in the article. Particularly, the concept of 
relation is described with more details, and Section 5 
deals with redefining the problem of resolving 
conflicts, challenges, and suggested solution. Finally, 
Section 6 deals with the presentation of the results of 
the evaluation of the proposed methods. 

II. RELATED WORKS 
The first study that precisely defines data fusion in 

the context of data integration and expresses the goals 
of data fusion was provided by Bleiholder and 
Neumann (2009) [9]. In this survey, different strategies 
for dealing with value conflicts are categorized into 
three groups: conflict ignoring, conflict avoidance, and 
conflict resolution. The fusion methods used in this 
review to resolve conflicts are simple, such as voting 
and averaging. However, since then more efficient and 
intelligent methods have been put forward, sometimes 
referred to as truth discovery. The most important of 
these methods were reviewed and compared by Dong et 
al. (2012) [10]. Below, we review these data fusion 
techniques for conflict resolution in two groups: low-
level and high-level data fusion. 

A. Low Level Data Fusion For Conflict Resolution 
The correctness of data and the reliability of sources 

are the two main factors of data quality that are 
estimated by low-level data fusion methods in the 
context of data integration. One of the leading methods 
in this field, proposed by Yin et al. (2008), is called 
TruthFinder [11]. TruthFinder uses Bayesian analysis 
to infer the reliability of sources and the probabilities of 
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a value being true. The use of a graphical model to 
model the parameters of a conflict resolution problem 
was first proposed by Zhao et al. (2012) [12]. This 
method uses a Bayesian network to model the 
relationship between data correctness and source 
accuracy and uses expectation maximization (EM) to 
obtain the solution. More recently, SLiMFast was 
proposed by Rekadsinas et al. (2017) [13] as a 
discriminative model that also enables other features of 
data sources (such as, update date, number of citations) 
to be taken into account for fusion purposes; where 
there is sufficient labeled data, SLiMFast uses empirical 
risk minimization (ERM). Finally in the low-level data 
fusion category, there are some methods like those put 
forward by Li et al (2014) [5] that use the optimization 
approach. In this approach, the problem is modeled 
using an optimization framework that accurately 
defines the truth and reliability of the source as two sets 
of unknown variables. The purpose is to minimize the 
global weighted deviation between the facts and 
observations of the sources. In this method, each source 
is weighted according to its reliability. 

All of these methods attempt to use information at 
entity level. It means that the evidence for deciding 
about correctness or impreciseness of each claim, 
depends only the value of attributes belong to one entity 
provided by multiple sources. The values of attributes 
belong to other entities have no influence on this 
decision. 

B.  High Level Data Fusion For Conflict Resolution 
We next review some papers that use relations 

between entities in the fusion process. These relations 
were partially addressed by Meng et al. (2015) [14]. 
However, the latter study is based on the key 
assumption that a correlation graph already exists. In 
the paper, an optimization framework is applied to 
extract true information drawing on mobile users’ 
reports about a specific entity such as the weather 
temperature (a crowd sensing technique). The intuitions 
behind the proposed method are that truths should be 
close to the observations given by reliable users, and 
correlated entities should have similar true values. Ge 
et al. (2012, 2013) [15] and [16] apply conflict 
resolution to the problem of the diagnosis of correct or 
false comments produced by users about a particular 
topic. In the first method matrix decomposition and in 
the second deep belief networks are used to find latent 
common features between users. Ye et al. (2019) [17] 
propose an algorithm called PatternFinder that jointly 
and iteratively learns four variables, i.e., the latent 
groups of entities that match to particular regularity , 
the group-level representatives that indicates true value 
for attributes of each entity in each latent group, the 
attribute weights, and the source weights. Additionally, 
they also propose an optimized grouping strategy to 
enhance its efficiency. The last work attempts to find 
additional evidence and use information between 
entities by finding latent patterns. In this sense, our 
work is similar to that. But in several points our work is 
different. First, we use energy-based unsupervised 
learning method to transfer entities to the new latent 
semantic space for finding regularities and patterns in 
the new space. But Pattern Finder works in the feature 
space. Second, we calculate confidence score based on 
energy of each point and don’t use reliability of sources 

while in Pattern Finder reliability of sources are 
calculated in iterative manner.   

Almost all of these methods consider the reliability 
of sources as a primary quality factor that is a priori 
unknown. These methods must therefore estimate this 
factor using EM or ERM. In this paper, we use 
similarities between entities in a new semantic space. 
To find this semantic space, we use a deep embedding 
network and SVD transformation. Recent studies have 
shown that neural-based representation learning 
methods are scalable, and are effective at encoding 
relational knowledge with low dimensional 
representations of both entities and relations. This 
means that they can be used to extract unknown 
relational facts. One of the early works in this area by 
Bordes et al. (2011) [18] proposed a model in which, 
for any given type of relation, there is a specific 
similarity measure that captures the relation in question 
between entities. This model has the architecture of a 
neural network. In order to embed entities effectively in 
this model, it is necessary to define a training objective 
that learns relationships. Bordes et al. (2013) [19] 
meanwhile introduced TransE, an energy-based model 
for learning the low-dimensional embedding of entities. 
In TransE, relationships are represented as translations 
in the embedding space. Another work by Lin et al 
(2015) [20] presented TransR, which embeds entities 
and relations in a distinct entity space and relation 
space, and learns to embed better via translations 
between projected entities. The problem with all the 
above latent feature methods is the existence of a large 
number of objects and relations between them, whereas 
in problems of conflict resolution there are often no 
predetermined relation types. To counter this problem, 
we propose the use of energy-based unsupervised 
learning to capture pattern and regularities and then use 
them to assess related entities.  

III. MOTIVATION 
To illustrate the inefficiencies of the current 

methods in the issues mentioned in the introduction, we 
give an example in which we show the motivation for 
using the proposed approach. 

TABLE I.  TABLE I. INPUT DATA IN A CONFLICT RESOLUTION 
PROBLEM 

income education work 
class 

age name  

<=50K Bachelors private 32 Mike 𝑒𝑒1 𝑆𝑆1 
>50K Masters local-

gov 
45 - 𝑒𝑒2 

<=50K Doctorate 
(Bachelors) 

private 32 Bob 𝑒𝑒3 𝑆𝑆2 

>50K Masters Private 
(local-
gov) 

47 Jim 𝑒𝑒4 

<=50K Bachelors private - Bob 𝑒𝑒5 𝑆𝑆3 
>50K Masters Private 

(local-
gov ) 

41 Alice 𝑒𝑒6 

 

Example 1 - Consider three data sources that 
provide information on a persons' income. TABLE I 
shows the data obtained from sources 𝑆𝑆1,  𝑆𝑆2 and  𝑆𝑆3.  
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Records 𝑒𝑒1 through 𝑒𝑒6 represent persons described 
using name, age, work class, education, and income 
attributes. These attributes indicate the persons' name, 
age, type of job, education, and annual income, 
respectively. Incorrect values are highlighted and the 
correct value is shown in parentheses. The values 
denoted by “-” mean that the source has not reported a 
value for that attribute.  

From this example we can see that the entities 
𝑒𝑒1, 𝑒𝑒2, 𝑒𝑒4   and 𝑒𝑒6belong to different people. Because 
there are different values for their attributes. In the case 
of 𝑒𝑒3 and 𝑒𝑒5, it may refer to the same person because it 
has similar values for name, work class, and income 
attributes. 

On the other hand, there is insufficient information 
to integrate these two entities due to the reported 
incorrect value for education and the missing value for 
age. So each person 𝑒𝑒1, 𝑒𝑒2, 𝑒𝑒3, 𝑒𝑒4, 𝑒𝑒5  and 𝑒𝑒6 are 
considered as separate entities. The methods presented 
at entity level [9-13] are not capable of detecting correct 
values. Considering the data provided by the  𝑆𝑆1 source 
for the entity 𝑒𝑒1, there are two situations: (1)  𝑆𝑆2 and  𝑆𝑆3 
have produced similar information supporting the 
validity of  𝑒𝑒1 ; (2)  𝑆𝑆2  and  𝑆𝑆3  have produced varying 
amounts of information that more reliable source 
information is accepted. Therefore, due to the lack of 
sufficient evidence to validate the reported values, all 
values will be considered correct. And as a result, all 
sources will be considered reliable. While, sources  𝑆𝑆2 
and  𝑆𝑆3  are less reliable because of producing wrong 
values.  

Observations - Considering the example above, the 
existing methods when dealing with long-tail and 
incomplete data are less efficient. The reason for the 
inefficiency of such methods is to operate at the object 
level (level 1 in the JDL model [21] that is object 
assessment). At this level, the only information 
available is about the attributes of an entity. At the 
higher level, however, there may be some useful 
information about the relationships between entities. 
For example, by examining different people, this 
"hidden pattern" between entities reveals that people 
with a private working class and earning less than 50K 
have a bachelor degree. In this way, the level of 
education of the entity   𝑒𝑒3 that are reported incorrectly 
is recognized. Alternatively, there may be a 
“cooperating relation” between the two entities in 
which people living in their 40s and earning more than 
50K and having master's degrees are working together. 
As such, the incorrect value of work class attribute of 
the entity   𝑒𝑒4 is identified from the entities related with 
this entity ( 𝑒𝑒2  and  𝑒𝑒6). 

 

Thus, to find and use more evidence to estimate the 
degree of accuracy of claims, we go to a higher level of 

data abstraction in which inter-entity relation is used. In 
this paper, we examine the challenges that exist in 
finding relationships between entities and using them to 
resolve conflicts and provide solution. When we use the 
relationships between entities we actually act at a high 
level of fusion (level 2 in the JDL model that is relation 
assessment). 

IV. PROBLEM DEFENITION 
The problem of conflict resolution or truth 

discovery deals with claims about entities. These claims 
are produced by various data sources with unknown 
degrees of reliability. Therefore, the task of a conflict 
resolver system is to determine the validity of each of 
these claims. Regarding the levels of data abstraction, 
we deal with various concepts such as entity, attribute, 
data source, claim, and truth value. In this paper, a new 
concept is added to the problem of conflict resolution 
that is relation. An exemplary finding in section III is 
that the use of relation between entities can increase the 
quality of fusion as an additional information and 
further evidence for accurate estimation of truthfulness 
of claims. In the following, we identify issues and 
challenges that are made by this new concept in the 
problem of conflict resolution.  

When we use the concept of relation between 
entities to resolve conflicts or discover truths, three 
categories of problems arise: 

1- The first category is the issues in which the relations 
between entities are identified as the input of the 
problem. Input data may be in the form of RDF-based 
databases or homogeneous and heterogeneous 
knowledge networks [22]. 

2- The second category is the issues in which there 
exists explicit relationships between one or more 
entities. Such as kinship, is a, part of and so on. But 
these relationships need to be identified between 
entities. These issues are in the field of relational 
machine learning [8]. The purpose of relational 
machine learning is to identify the relationships 
between new entities, based on the set of training data 
in which the entities and the relationships between them 
are identified.  

3- The third category is the issues in which there is an 
implicit relation between entities through the existence 
of hidden patterns. These categories are in the field of 
unsupervised learning [23]. Its purpose is to discover 
patterns and rules that exist among a group of entities. 

In this paper we focus on the third category. The 
first and second categories are described by our 
previous works [7, 24]. Now, we define the problem of 
interest in the third category. Let 𝑂𝑂 = �𝑜𝑜1, … , 𝑜𝑜𝑁𝑁𝑜𝑜�  be 
the set of all 𝑁𝑁𝑜𝑜 entities and let A={𝑎𝑎𝑎𝑎𝑎𝑎1, … , 𝑎𝑎𝑎𝑎𝑎𝑎𝑀𝑀} be 
the set of all 𝑀𝑀 attributes. 

Learn 
parameters 
of model 

W 

Create 
claim 

dataset 
C 

Calculate 
energy of 

each 
claim 

Step I Step II 

Calculat
e 
truthfulne
ss score 

Step III 
Truths 

Conflicting data 

Fig. 1.  Framework of our proposed fusion method 
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TABLE II.  TABLE II.  EXAMPLE OF A CLAIM SET 

Source Claim Entity 
(symbol) 

Change Last 
Price 

Volume 

bloomberg 𝒄𝒄𝟏𝟏𝟏𝟏 vocs 2.03% 31.23 119,929 
nasdaq-

com 
𝒄𝒄𝟏𝟏𝟐𝟐 vocs 2.03% $31.23 119,237 

google-
finance 

𝒄𝒄𝟏𝟏𝟑𝟑 vocs -2.03% 31.23 119,237 

bloomberg 𝒄𝒄𝟐𝟐𝟏𝟏 pfcb 3.36% 41.59 513,983 
nasdaq-

com 
𝒄𝒄𝟐𝟐𝟐𝟐 pfcb 3.35% $41.59 510,801 

google-
finance 

𝒄𝒄𝟑𝟑𝟏𝟏 sial -1.17% 74.24 673,614 

Definition 1 (claim set): For 𝑖𝑖-th object, 𝑘𝑘-th source 
provided values about its attribute, they are denoted 
as 𝑐𝑐𝑖𝑖𝑘𝑘 = {𝑣𝑣𝑗𝑗}𝑗𝑗=1…𝑀𝑀 where 𝑣𝑣𝑗𝑗   is the value of attribute 
subject to 𝑎𝑎𝑎𝑎𝑎𝑎𝑗𝑗. All claims are collected in claim set 
𝐶𝐶.   

Example 2: Suppose the entity about which there 
are claims from multiple sources is a symbol of 
company in the stock. This entity is described by a 
range of attributes such as change, last price, 
volume, and so on. TABLE II shows part of the 
claim set. The values of these features are available 
through the disseminating sites of the stock 
exchange. Each rows in TABLE II is a claim vector. 
For example 𝑐𝑐21  is a claim vector that is about the 
second entity (pfcb) and provided by the first source 
(bloomberg)  
Definition 2 (energy): Given each claim 𝑐𝑐  from 
claim set 𝐶𝐶 , and the parameters set of an 
unsupervised learning method 𝑊𝑊 , the energy 
function 𝐸𝐸(𝑐𝑐,𝑊𝑊) is a function to produce low 
values when c is similar to some other data vectors, 
and high values when c is dissimilar to any other 
data vector. 
Example 3- K-means is a popular clustering 
method. 𝑊𝑊  is the centroids of 𝑁𝑁𝑘𝑘  clusters. The 
variable 𝑍𝑍 is an integer variable between 1 and 𝑁𝑁𝑘𝑘. 
and energy function is: 

(1)   

𝐸𝐸(𝑐𝑐,𝑊𝑊) =  min
𝑍𝑍∈[1,𝑁𝑁𝑘𝑘]

∥ 𝑐𝑐 −𝑊𝑊𝑧𝑧 ∥2   

Definition 3 (truthfulness score): truthfulness 
score maps each claim about a specific entity to a 
real number in � , such that a larger number 
represents a greater probability of correctness. (We 
use energy of each claim for calculating this score. 
See section V.E)   
Problem definition: For a set of objects of  
interest  𝑂𝑂 , information is collected from a set of 
sources 𝑆𝑆. The goal is to find the truth 𝑣𝑣𝑜𝑜∗ for each 
𝑜𝑜 ∈ 𝑂𝑂  object among information from various 
sources {𝑐𝑐𝑜𝑜𝑠𝑠}𝑠𝑠∈𝑆𝑆 such that: 

(2) 

𝑣𝑣𝑜𝑜∗ = 𝑐𝑐𝑜𝑜𝑠𝑠 , 𝑠𝑠 = arg𝑀𝑀𝑀𝑀𝑀𝑀𝑠𝑠{ truthfulness_score(𝑐𝑐𝑜𝑜𝑠𝑠)}                                             
so that  

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡ℎ𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓_𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑐𝑐𝑜𝑜𝑠𝑠) ≈ 𝐸𝐸(𝑐𝑐𝑜𝑜𝑠𝑠,𝑊𝑊) 

and 𝑊𝑊 is the parameters of a specific unsupervised 
method. 

V. PROPOSED METHOD  
 The core of our approach is pattern and 

regularity extraction and based on it related entities 
can be found. In fact, there are two main challenges 
for relation assessment in the context of conflict 
resolution. First, there is no predefined relation type 
in datasets, in contrast to other applications such as 
link prediction [8] or knowledge graph completion 
[20], where relation types are defined by the user. 
Second, due to the huge volumes of data involved, 
conflict resolution problems are inherently 
unsupervised problems, in contrast to relation 
learning, which is a supervised problem with a 
labeled training dataset that includes objects and 
relations.  

To tackle the first problem, our proposed method 
finds relations automatically using this heuristic: 
“entities that match to the same pattern are 
related”. To address the second problem, we apply 
unsupervised learning method to learn energy of 
each claim and then use this energy to diagnose 
correct claims between several claims. One of the 
most popular unsupervised method is clustering. By 
using this method, the number of clusters determines 
the number of relations, even without knowing the 
type of relationship. And entities that belong to the 
same cluster are related. However, using clustering 
method creates two new challenges. First, applying 
clustering to the feature space is not sufficient in 
itself, because clustering in the feature space focuses 
only on apparent similarities. Second, the 
dimensions of the feature space may be huge and our 
aim is to extract more complex and semantic 
relations between entities. To address these new 
challenges, our proposed method explores new ways 
of representing entities by identifying fewer but 
more meaningful features. To attain this kind of 
semantic space, in continuation of our previous 
work [25] we use two following techniques. 
1- Matrix data representation together with singular 
value decomposition: Since singular vectors and 
singular values are Eigen vectors and Eigen values of 
the correlation matrix of an entity-feature matrix, we 
can obtain a new semantic space through this 
transformation. In addition, using singular value 
decomposition provides the opportunity to reduce the 
dimensions of the problem as far as possible by 
eliminating small singular values. (section V.C) 

2- A deep embedding network: Recently, deep 
learning has attracted considerable attention because 
its highly nonlinear architecture has been shown to 
be a powerful tool for learning feature representation 
[26]. To take advantage of this, we propose a deep 
embedding network which maps entities to a new 
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embedding space in such a way that entities form 
dense, separated clusters. In this new space, entities 
located far from centroids are more untrustworthy 
than entities that are closer to centroids. (section V.B) 

A. Solution Overview  
In summary, our approach consists of three main 

steps:  
Step I: Applying an unsupervised method to the 

data set, for learning parameters of this model 𝑊𝑊. 

Step II: Calculating energy of each claims. 

Step III: Calculating a truthfulness score based on 
energy of claim. 

These three steps are explained in more detail in the 
remainder of this section. 

Fig. 1 is a framework of proposed method for 
finding patterns and resolving conflicts.  

The most important part of our framework is 
training and learning parameters of unsupervised 
model. In the following of this section we explain 
two unsupervised model and other parts of this 
framework include calculate energy and truthfulness 
of each claim. 

B. Learning Parameters of Auto-Encoder Model 
In this section, we present a general neural 

network framework for mapping entities to an 
embedding network such that related entities get 
closer to each other in the embedding space.   

Each claim about one entity corresponds to a 
high-dimensional feature space vector, denoted by 
𝑐𝑐 = [𝑎𝑎1, 𝑎𝑎2, … , 𝑎𝑎𝑑𝑑]𝑡𝑡, where 𝑎𝑎𝑖𝑖 is the 𝑖𝑖𝑡𝑡ℎ feature and 
d is the number of features. Let 𝐶𝐶 =
{𝑐𝑐𝑖𝑖}𝑖𝑖=1,2,…,𝑛𝑛 denote the set of all claims as an input 
vector. The weights of each layer (parameters of 
model) are denoted by 𝑊𝑊𝑗𝑗 = {𝑤𝑤𝑖𝑖}𝑖𝑖=1,2,…,ℎ. For the 
last layer ℎ =  𝑒𝑒, 𝑒𝑒 <<  𝑑𝑑 . So the output of the 
network is an e-dimensional space, and the network 
defines a transformation 𝑓𝑓(. ) =  ℝ𝑑𝑑 → ℝ𝑘𝑘 , which 
transforms an input 𝑐𝑐  to a d-dimensional 
representation 𝑓𝑓(𝑐𝑐). 

(3)      
𝑓𝑓(𝑐𝑐) = 𝑊𝑊𝑗𝑗𝜙𝜙(𝑊𝑊𝑗𝑗−1 …𝜙𝜙(𝑊𝑊1𝑐𝑐 + 𝑏𝑏1) + 𝑏𝑏𝑗𝑗) 

where 𝜙𝜙(. ) is an activation function and b is a bias 
term for each layer. 

After transforming input data to the embedding 
space, we use a clustering method like k-means for 
calculating the loss function and we then apply an 
objective function. We define a loss function 
inspired by the study of De Brabandere et al (2017)  
[27] with two competing terms to achieve our 
objective: term L1 penalizes large distances between 
embeddings in the same cluster, while term L2 
penalizes small distances between embeddings in 
different clusters. 

(4) 

𝐿𝐿1 =  
1
𝑁𝑁𝑘𝑘

�
1
𝑁𝑁𝑐𝑐

𝑁𝑁𝑘𝑘

𝑖𝑖=1

� ∥ 𝑓𝑓(𝑐𝑐𝑗𝑗) − 𝜇𝜇𝑖𝑖 ∥2
𝑁𝑁𝑐𝑐

𝑗𝑗=1

 

where 𝑁𝑁𝑘𝑘 and 𝑁𝑁𝑐𝑐 are the number of clusters and the 
number of members belonging to cluster i, 
respectively.  

(5) 

𝐿𝐿2 =
1

𝑁𝑁𝑘𝑘(𝑁𝑁𝑘𝑘 − 1)
� � −∥ 𝜇𝜇𝐶𝐶𝐶𝐶 − 𝜇𝜇𝐶𝐶𝐶𝐶 ∥2

𝑁𝑁𝑘𝑘

𝐶𝐶𝐶𝐶=1,≠𝐶𝐶𝐶𝐶

𝑁𝑁𝑘𝑘

𝐶𝐶𝐶𝐶=1

 

 
Finally, the loss function is defined as 

(6) 
𝐿𝐿 = 𝐿𝐿1 + 𝛼𝛼𝐿𝐿2 

C.  Learning Parameters of SVD Model  
We can use a SVD (Singular Value 

Decomposition) transformation instead of a deep 
neural network to map input data to the new space. 
The inputs are claims about 𝑚𝑚 features of 𝑛𝑛 entities 
provided by 𝑠𝑠 sources. Data inputs are represented 
by a matrix = [𝑐𝑐𝑖𝑖,𝑗𝑗] . The number of rows is 𝑛𝑛𝑐𝑐 =
𝑛𝑛 × 𝑠𝑠  and the number of columns is 𝑚𝑚.   𝑐𝑐𝑖𝑖,𝑗𝑗 is the 
value of the 𝑗𝑗𝑡𝑡ℎ feature of the 𝑖𝑖𝑡𝑡ℎ claim. The goal is 
to find three matrices 𝑈𝑈, Σ and 𝑉𝑉 such that: 

(7) 

𝐶𝐶 = 𝑈𝑈 × Σ × 𝑉𝑉∗ 

U is a 𝑛𝑛𝑐𝑐 × 𝑛𝑛𝑐𝑐 unary matrix; Σ is a diagonal 𝑛𝑛𝑐𝑐 ×
𝑚𝑚  matrix with non-negative real numbers on the 
diagonal; 𝑉𝑉  is a 𝑚𝑚 × 𝑚𝑚 unary matrix; and 𝑉𝑉∗  is 
the conjugate transpose of 𝑉𝑉.  

We can transform the matrix Σ to a 𝑘𝑘 × 𝑘𝑘 matrix 
such that 𝑘𝑘 < 𝑚𝑚. After reconstruction of matrix C by 
multiplying the three matrices, an  𝑛𝑛𝑐𝑐 × 𝑘𝑘  matrix 
named 𝐶̂𝐶 is created, which represents the data in the 
latent semantic space, with 𝑘𝑘 as a parameter of the 
problem. 

D.  Calculating Energy of Each Claim 
After training an unsupervised model (here we 

have two model, autoencoder and SVD), the 
parameters of the model are learned. We calculate 
energy of each claim that is reconstruction error of 
each claim.  

E.  Calculating the Truthfulness Score  
       After calculating energy of each claims we 
calculate truthfulness score for each claim: 

(8) 

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡ℎ𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓_𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑐𝑐𝑖𝑖) = 1/𝐸𝐸(𝑐𝑐𝑖𝑖 ,𝑊𝑊) 

That 𝐸𝐸(𝑐𝑐𝑖𝑖 ,𝑊𝑊) is the energy value of 𝑐𝑐𝑖𝑖 in the model 
with parameters 𝑊𝑊. 

Note that, we have also used clustering method 
that works in feature space. So, truthfulness score 
function is defined in terms of distance from the 
centers of the clusters, which is given as follows: 

Volume 11- Number 2 – Spring 2019 
 

43 

https://en.wikipedia.org/wiki/Rectangular_diagonal_matrix
https://en.wikipedia.org/wiki/Conjugate_transpose


(9) 

        𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡ℎ𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓_𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑐𝑐𝑖𝑖) = 1/𝐷𝐷(𝑐𝑐𝑖𝑖 , 𝜇𝜇), 
(10) 

𝐷𝐷(𝑐𝑐𝑖𝑖 , 𝜇𝜇) =
1 +∥ 𝑐𝑐𝑖𝑖 − 𝜇𝜇𝑐𝑐 ∥2

∑ 1 +𝑐𝑐′ ∥ 𝑐𝑐𝑖𝑖 − 𝜇𝜇𝑐𝑐′ ∥2
 

where 𝜇𝜇𝑐𝑐 is the centroid of cluster that 𝑐𝑐𝑖𝑖   belongs to. 

By applying the truthfulness score function to 
each claim, we can rank the claimed values of each 
entity in terms of the output of the truthfulness 
function, and then select the value with the highest 
rank as the correct value of entity 𝑥𝑥𝑖𝑖  and hence the 
fusion output.  

F. Complexity discussion  
First we discuss about time complexity of learning 
parameters of two models, Auto-Encoder Model and 
SVD model. Let the number of claims is 𝑁𝑁𝑐𝑐 that is 
at most 𝑁𝑁𝑜𝑜 × 𝑁𝑁𝑠𝑠 where 𝑁𝑁𝑜𝑜 is the number of entities 
and 𝑁𝑁𝑠𝑠 is the number of sources. For auto-encoder 
model, let 𝑛𝑛 is the number of epochs. The number of 
input layer nodes is the number of attributes in the 
data space that is 𝑀𝑀. And the number of output layer 
is the number of features in the embedding space 
that is 𝑒𝑒. If the number of hidden layers nodes is ℎ, 
for learning parameters of this model time 
complexity will be O( 𝑁𝑁𝑐𝑐 × 𝑛𝑛 × (𝑀𝑀 × ℎ +
∑ ℎ2 + ℎ × 𝑒𝑒𝑛𝑛ℎ−1 )  where 𝑛𝑛ℎ  in the sigma is the 
number of hidden layers. For learning parameters in 
SVD model, time complexity is 𝑂𝑂(𝑁𝑁𝑐𝑐3).  
For calculating confidence score, time complexity is 
𝑂𝑂(𝑁𝑁𝑐𝑐).  

VI. EXPERIMENTAL RESULT 
     To evaluate the performance of our proposed 
approach to conflict resolution problems, we carried 
out experiments on three categories of data: 
synthetic, simulated and real datasets. In these, we 
aimed to answer the following questions:  
 
Q1: How does the performance of the proposed 
method compare with other well-known truth 
discovery methods?  

 
Q2: What are the key parameters of our approach in 
the different steps of the process (mapping to the 
new space, clustering, and confidence score 
assigning)?  

 
Q3: To what extent do these key parameters affect 
performance? 

A. Datasets 
   We used three types of dataset: synthetic, 
simulated and real. 

Synthetic data:  This dataset was produced to 
further explore and evaluate the proposed method in 
                                                           
2 https://archive.ics.uci.edu/ml/datasets/Adult?ref=datanews.io  

terms of number of features. It consists of objects 
with 10 real-value features and 10 classes. The value 
of each feature is randomly selected from a specific 
interval of real numbers, which is different for each 
feature. To simulate the relations between entities, 
we followed specific rules while generating the data 
in each class. For example, when the value of an 
attribute 𝑎𝑎1  is in range 𝑟𝑟𝑎𝑎 , the value of attribute 
𝑎𝑎2 should be in the range 𝑟𝑟𝑏𝑏, in which 𝑟𝑟𝑎𝑎 and 𝑟𝑟𝑏𝑏  are 
intervals in the real numbers. Once generated, we 
treated this dataset as the ground truth. We then 
generated a further dataset based on it consisting of 
multiple conflicting sources by injecting different 
levels of noise into the original data. A parameter 𝛾𝛾  
indicates the percentage of noisy data. In this way, 
we can control the degree of reliability of each 
source. 

Simulated data:  We used simulated data from a 
real dataset named Adults2. This dataset is real in 
terms of entities and features, but the sources are 
simulated. We selected 5,000 entities from the 
dataset, which we considered as the ground truth. We 
then generated a dataset consisting of multiple 
conflicting sources by injecting different levels of 
noise into the original data as the input to our 
program. 

TABLE III.  TABLE III.  STATISTICS OF DATASETS 

Stock 
dataset 

Adult 
dataset 

Synthetic 
data 

 

16 9 10 #features 
1000 5000 2000 #entities 

55 5 5 #sources 
54307 25000 10000 #claims 

 

Real data: The stock dataset is a popular data 
fusion dataset [10] containing information on 
multiple 16 stock-attributes including open price, 
change and volume, for July 2011. We used data 
provided by NASDAQ.com to obtain the ground 
truth data.  

The statistical features of the datasets used in this 
research are summarized in TABLE III. 

B. Evaluation Metric 
As mentioned in the Introduction, conflict 

resolution is an unsupervised process in which the 
ground truth is based on only a limited set of data. 
This dataset is used to compare output results and to 
evaluate the fusion method. In this study, we used an 
accuracy metric which shows the percentage of 
output values similar to those of the ground truth set.  

(11) 

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =
1
𝑛𝑛𝑔𝑔
� 1{𝑔𝑔𝑖𝑖

𝑛𝑛𝑔𝑔

𝑖𝑖=1

= 𝑓𝑓𝑖𝑖} 

where 𝑛𝑛𝑔𝑔  is the number of entities in the ground 
truth, 𝑔𝑔𝑖𝑖 is the entity in the ground truth set and 𝑓𝑓𝑖𝑖 is 
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the fusion output. Virtually all previous methods 
used voting. We therefore compared the 
performance of our proposed method with voting. 

C. Setup 
In this section we seek to answer our second 

question, Q2, concerning the key parameters in the 
process. As described earlier, our proposed method 
consists of three main steps: mapping, clustering, 
and scoring. In the first step, original data is mapped 
to the new semantic space. For this step, we use two 
well-known models: an embedding network and 
matrix decomposition. Both our model embedding 
network and matrix decomposition have certain key 
parameters that can affect performance. Below we 
look at the key parameters in both models. 

•    Embedding network 
For all datasets, we set a five-layer network 

with 𝑑𝑑 − 20 − 50 − 20 − 𝑒𝑒 dimensions, where 𝑑𝑑 is 
the dimension of input data and 𝑒𝑒 is the dimension of 
embedding space. All layers are fully connected. In 
line with what is recommended for new neural 
networks [28], we use a rectified linear unit or ReLU 
[29] as the activation function for each layer. For 
layer three with most hidden units, we apply a 
dropout with 𝜇𝜇 = 50 as the probability of units that 
must be multiplied by zero.  

TABLE IV.  TABLE IV.  KEY PARAMETERS OF 
PROPOSED METHOD 

Step Parameters 
Mapping Embedding network 

e: dimension of embedding space (Fig. 
3) 

𝜶𝜶: loss function parameter (𝛼𝛼 =
1 ℎ𝑎𝑎𝑎𝑎 𝑡𝑡ℎ𝑒𝑒 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎) 
𝜼𝜼: learning rate (𝜂𝜂 =

0.001 ℎ𝑎𝑎𝑎𝑎 𝑡𝑡ℎ𝑒𝑒 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎) 
Matrix decomposition 

k: the number of singular values for 
data matrix reconstruction (Fig. 5) 

Clustering 𝑵𝑵𝒌𝒌: the number of clusters in k-means 
clustering method (Fig. 4) 

 

Averaged Stochastic Gradient Descent (ASGD) 
is applied for optimization. According to the formula 
(6) the loss function parameter is 𝛼𝛼 , and we set this 
parameter as 1. Finally,  the learning rate is 
considered as 𝜂𝜂 = 0.001. 

• Matrix decomposition 
After decomposition of the data matrix based on 

formula (7), the main parameter is the dimension of 
the reconstructed matrix, namely k. In fact, we can 
use k higher singular values to reconstruct the data 
matrix.      

• Clustering 
For clustering, k-means algorithm with a 

varying number of clusters is applied.  

TABLE IV summarizes the key parameters of 
our proposed method for the three main steps of the 
process. 

D. Environment 
All the experiments presented were conducted on a 
workstation with 8GB RAM, Intel Core i5-4300U 
CPU 1.90GHz 2.50 GHz, and Windows 10 pro. The 
algorithms including previous methods and SVD 
decomposition were implemented in Matlab 
R2017a. And all the algorithm related to Embedding 
network were implemented in python 3.7. 

E. Experiments 
The basis of virtually all previous methods is 

voting. To answer Q1, the performance of our 
proposed new method is therefore compared with 
voting and some other baseline methods. To achieve 
this, we conducted various experiments and 
compared the results with those of existing methods 
in the literature. Each experiment was repeated five 
times. The average results of these experiments are 
presented in section VI.E . 

The experiment scenarios are as follows: 

• Clustering in feature space vs. semantic space:  
In this experiment, we show that creating a 
semantic space as well as enriched features has a 
substantial positive effect on the ability to 
identify better relationships between entities. To 
do this, we apply clustering in both the feature 
space of the problem as well as the semantic 
space (embedding space and latent semantic 
space), and then measure the fusion accuracy. 

• Effect of the key parameters of the method:  In 
section VI.C we defined the key parameters of our 
approach. It should be noted that the training 
dataset is different from the evaluation dataset for 
each dataset used. 

• Low-level vs high-level data fusion:  In this 
experiment, we compare our proposed approach 
with low-level fusion techniques including 
voting, Hub [10] and truth finder [11]. In the 
proposed approach, the data first goes to the new 
space. In the new space (embedding space or 
latent semantic space) new features describe each 
entity. These features are derived based on the 
patterns and regularities that exist between 
entities. So our proposed new approach is a high-
level fusion method. In other word, it works at the 
level two of data abstraction.  

F. Results and Discussion  
TABLE V shows the accuracy of our proposed 

method compared with that of the voting method. 
The 𝑚𝑚  parameter shows the average of the 
reliability of sources.  As can be seen from TABLE 
IV, when data is mapped to the embedding space and 
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then clustered, the accuracy of fusion increases. 
Clustering in the feature space yields better accuracy 
than the voting method. In sum, these results 
confirm that using relations between objects can 
improve the accuracy of fusion. 

TABLE V.  TABLE V.  COMPARISON OF FUSION 
ACCURACY FOR TWO MODES OF CLUSTERING 

datasets Synt. 
 

Adults 
 

Adults 
 

Adults 
 

Adults 
 

stock 

Source 
reliability m = 

0.7 
 

m = 
0.7 

m = 
0.6 

m = 
0.55 

m = 
0.5 

       -
- 

Voting  0.7 0.7 0.6 0.55 0.5 0.74 
Clustering 
in feature 
space 0.95 0.93 0.89 0.79 0.77 0.78 

auto 
encoder 0.97 0.94 0.92 0.85 0.81 0.80 

SVD 
transformation 0.96 0.91 0.89 0.87 0.85 0.79 

 

 
Figure 1.  Fig. 2.  Convergence of proposed method in 

Adult (up) and Stock (down) datasets 

Fig. 2 shows that our approach converges in 
epoch 6 for the Adult dataset, but needs more epochs 
for the Stock dataset to achieve convergence. 

To answer Q3 (the extent to which the key 
parameters affect performance), we tested different  
dimensions for the embedding space by changing 
the number of output layer nodes in the network, e = 
{2,3,4,5,6,7,8,9,10,11,12,13}. The accuracy of the 
network for the Adult dataset, with an average noise 
𝛾𝛾 = 0.4,  is graphed in Fig. 3 This shows that the 

                                                           
3 Parameter 𝛾𝛾 indicates the percentage of noisy data 

best accuracy rate of the network is 0.9±0.2, which 
is related to e = 12, 13. 

  

 
Figure 2.  Fig. 3. Effect of parameter e (embedding space 
dimension) on accuracy of fusion in Adult dataset (𝜸𝜸 = 𝟎𝟎.𝟒𝟒) 

 
Figure 3.  Fig. 4. Effect of number of clusters on accuracy 

of fusion in Adult dataset (𝜸𝜸 = 𝟎𝟎.𝟒𝟒) 

Fig. 4 demonstrates the impact of the number of 
clusters on accuracy. It shows that, when the number 
of nodes is not high, accuracy can be improved by 
increasing the number of clusters. 

Next, we examine the effect of k, the number of 
singular values, on the accuracy of fusion. The result 
are presented in Fig. 5 below. These show that k = 3 
produces the best accuracy for the stock data, and k 
= 6 the best accuracy for the Adult data. 

We compare our framework with low-level 
fusion techniques including voting, Hub [10] and 
truth finder [11]. In this experiment, we fix the total 
number of sources as 5, and set parameter 𝛾𝛾 3 as the 
constant number 50%, corresponding to unreliable 
sources. We then evaluate the performance of the 
various methods with different numbers of reliable 
sources. 
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A number of observations can be drawn from the 
results shown in Fig. 6 First, our proposed approach

 
Figure 4.  Fig. 5. Effect of the parameter k, the number of 

singular values 

Figure 5.  Fig. 6. Performance with respect to number of 
reliable sources 

outperforms existing conflict resolution techniques. 
when there are few or no reliable sources, because 
of its use of additional information about relations 
between objects. Second, and in contrast, when 
more than 50% of the sources are reliable, the 
performance of other existing voting models is 
slightly better than our approach. The reason for this 
is that it is easier to detect truths when a larger 
number of reliable sources are available, especially 
when the reliability of sources is based on estimates. 
Third and finally, using in addition an embedding 
neural network and SVD transformation in our 
method produces fusion outputs of nearly equal 
accuracy to each other. 

VII. CONCOLUSION AND FUTURE WORKS   
This paper proposes a method for data fusion 

which takes advantage of the relations between 
entities to improve conflict resolution in the context 
of big data integration. Existing methods in the 
literature all operate at a low level of data fusion. 
They are moreover based on estimates of source 

reliability. In contrast, the method proposed in this 
paper applies high-level fusion by estimating the 
relationships between entities and using the 
information in these relationships to determine the 
truth value. 

 Our proposed method involves three main 
stages: 1- Finding latent feature vectors for entities 
through a deep network and SVD transformation; 2- 
Calculating energy of each claim based on 
regularities and patterns; and 3- Identifying the true 
values using the truthfulness score function. An 
evaluation of the results shows that our proposed 
approach outperforms existing conflict resolution 
techniques, especially where there are few reliable 
sources. 
As regards suggestions for future work, we believe 
that our approach, could be strengthened in the 
following directions: 
1- Using low level data fusion methods to combine 
with our approach and add reliability of sources as 
the other evidence for correction of wrong data. 

2- Using other unsupervised method like 
Probabilistic Density Models, for finding regularities 
and patterns existing between entities.  

3- Establishing incremental approach that use 
the output of data fusion model for refining 
models to increase final accuracy of system. 
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