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Abstract—Internet of things (IoT) is the intersection of many different technologies and networks. The management of these is very complex and important. One of the dimensions that must be considered in IoT management is the fault tolerance level of the systems. Of particular importance is the fact that lack of, or a weakness of this feature would threaten the survival and existence of the system.

In this paper, a framework called FISWSN is proposed to evaluate the fault tolerance feature of protocols and frameworks in the first layer of the IoT architecture (Sensing layer). Given that the Fault Tolerance is a qualitative parameter, the linguistic variables and fuzzy logic are used to implement the proposed framework. FISWSN is used to elect optimal protocols and architectures with the aim of increasing fault tolerance and higher efficiency in the final output but at a lower cost.
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I. INTRODUCTION

The progress and transformation of the Internet has been such that at the beginning it has only included content. In the second stage the Internet service has been proposed. Then the Internet of People came into the world and examples of which are a variety of social networks. Internet of things (IoT) is the current topic under study. In IoT, the various constituent elements must be able to preserve their own independent characteristics and functions and work together in a manner that they are fully integrated and managed under a single architecture. So far, different architectures are presented including a three-tier architecture, an SOA - Based architecture and a five-layer architecture. All of them are described in [1]. The most common IoT architecture is presented in Fig. 1.

Fig. 1: General and popular IoT architecture
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Another architecture, which is known as the reference architecture for IoT is described in [2]. This architecture can be considered as the expanded edition of the general architecture of IoT. An illustration of this is presented in Fig. 2.

Due to the existence of several IoT networks and technologies, its management is rather complex. One of the mechanisms to increase system dependability is fault tolerance (FT). Fault Tolerance is a basic and essential necessity in improving the dependability of system management. Fault tolerance management ensures that the overall performance of the system is not impaired by faults and the system is able to function normally, hence defects are not transferred to the final output.

Several phases have been proposed to increase the fault tolerance of a system: fault prediction; fault prevention; fault detection; fault isolation; and fault recovery. When fault occurs in a complicated system the importance of fault tolerance is more evident. If faults are not corrected and transferred to the output, it will cause the whole system to malfunction. So the design and implementation should be such that the emergence and fault possibility is predicted and prevented from occurring. And if a fault arises, the system must be able to promptly detect, isolate, and then recover it in the next step.

In each of the phases, various techniques and strategies are applied. The origin of faults should be determined in the first layer of the IoT architecture because if such are not addressed in the sensing layer, they will likely spread to higher layers of the propagation path. Thus the faults should be predicted, detected and resolved at the time of emergence.

Moreover, fault tolerance is a qualitative parametric system and cannot be considered definitively. This parameter is considered a crucial factor in modern systems that their complexity and intelligence is increasing. Fuzzy logic should be used to evaluate the qualitative parameters that exist in the real world. Linguistic parameters are different from numerical parameters and for measuring such qualitative factors the fuzzy logic should be used. In fact, fuzzy logic is very flexible and has the ability to deal with inaccurate data and can easily be integrated with control systems and used to manage the system. This logic is a proper tool to work under conditions of uncertainty and non-linear conditions and has the ability to model the qualitative parameters.

In this paper, it is assumed that the Wireless Sensor Networks (WSN) is used in the sensing layer of IoT architecture according to the levels of fault propagation from lower to higher layers. The fault in these networks should be managed and controlled in the first layer IoT architecture. So far, various architectures and protocols have been proposed to manage the fault in WSN. A management system that can evaluate or estimate the increase in the fault tolerance of each of these architectures is the main objective of this study. The designed FT evaluator should first act based on fuzzy logic, then it should examine the increase in FT of each of the proposed architectures and protocols in this area based on different techniques and procedures.

The rest of this article analyzes the IoT architecture and fault tolerance management position in the architecture and describes the fault-tolerant protocols and management frameworks offered for wireless sensor networks. Then a variety of fuzzy methods to increase FT ability are explained. In latter stages, the fuzzy comparison and evaluation of the protocols and frameworks increasing FT feature are presented, the proposed FISWSN framework is fully defined and explained, and the fuzzy comparison and evaluation of the protocols and frameworks increasing FT feature are presented. The last part of this paper presents the conclusion and strategies for future works in this area.

II. RELATED WORKS

A. Fault tolerance in the IoT Architectures

The most important factor in IoT evaluation is its architecture. And the main aspect to consider is the components used in the different layers. IoT components considered by the author in [3] include RFID, WSN, Addressing, Share, Data Storage and Virtualization. In [1] the components of IoT such as Identification, Sensing, Communication, Computation, Services and Semantics are introduced. Looking at each of the IoT components must be mutual e.g. WSN. These
networks are independent of each other and have their own unique architecture.

Network nodes can communicate with each other based on defined standards. But when the wireless sensor networks are interconnected as part of an IoT network, they should be viewed from a different standpoint. Standards, architectures, and protocols will vary. Naturally, these changes will also influence strategies and FT enhancement techniques.

The first phase in increasing the FT feature of a wireless network system is fault prediction and a smart method of which is described in [4]. This particular technique brings about constant and real-time system monitoring. A 4-layer architecture design described in [4] is used to predict fault by monitoring conditions in the data transmission with comprehensive and reliable data processing. These types of architectures are usually impractical in many systems including Real Time systems because they are costly and increase system response time. In addition, if fault occurs for any reason despite previous predictions, some measures should be taken so that fault is discovered and restored. The proposed architecture in [4] is purely focused on the fault prediction phase.

Fault tolerance techniques for Internet of Military Things (IOMT) are discussed in [5]. In this study, some special features of FT techniques are considered with a holistic approach. In [5] the fault models in the sensing layer of IOMT architecture are divided into three categories. The first group consists of faults that threaten processors or microcontrollers. The second group is about faults that may occur in sensors, and the third group focuses on the simultaneous occurrence of faults in microcontrollers and sensors. In the second layer of IOMT architecture, the fault occurrence in the communication nodes and links is considered. In this architecture MM approach is used for fault detection. This approach is presented by Malek and Maeng. In MM, the same input is sent to a pair of processor and the output of both processors is compared for changes that could indicate fault. The method discussed in the recovery phase is the removal of faulty nodes. Naturally, this method has its own disadvantages because the fault is just removed and not resolved. System reconfiguration transpires in the final step.

Fault-tolerant routing is an approach described in [6]. Authors in this paper have considered the delivery of data packets between a pair of source and destination even in the presence of faults. The designed algorithm in [6] has acted based on the Learning Automata and has a special value. The algorithm is able to deliver the packets with a high degree of reliability in a heterogeneous environment. The results of the implementation of this method indicate a reduced overhead on the system, which reduces network energy consumption.

Layer-based fault tolerance management is the design defined for the end to end transmission in [7]. In this design the author is focused on the detection phases and fault location. In this paper, fuzzy logic is used to locate the roots of the faults in the network and distinguish the real faults and false alarms. After fault detection and location, the fault recovery is done. It is worth noting that in this structure an FCM-Base monitoring model is applied.

The use of virtual services concept is introduced in [8]. In this method, the virtual services are used to replace the faulty nodes. In virtual services, the data of two or more sensors is used. Also, in order to find and elect the virtual or actual optimized sensor, the genetic algorithm called NSGA-ii, is used.

Decentralized fault tolerance mechanism is introduced in the form of an intelligent middleware for IoT in [9]. In this approach, redundancy is defined at the service level. In fact, the services are considered as two versions. A corresponding service is maintained for each version so that in the event of a system fault, recovery and restoration automatically occurs within a few seconds.

A new Fault-tolerance architecture is introduced for IoT in [10]. WSN is used in the first layer of the architecture which is used in monitoring condition. Fault tolerance in the architecture is through redundancy in the communication paths. Backup communication paths are utilized in case of traffic bottlenecks or other complications that threaten paths between nodes.

B. Fault tolerance in the first layer

Fault tolerance mechanisms in wireless sensor networks as described in [11] are divided into three main classes: Redundancy Based; Clustering Based; and Deployment Based. Specific techniques are used in each of these groups. For example, in cluster-based wireless sensor networks the recovery techniques are different compared to the other classes. In these networks, nodes are divided into two types: Cluster Head; and Non-Cluster Head. Cluster Head nodes are abbreviated as CH and the Non-Cluster Head nodes are abbreviated as NCH. Cluster Head nodes are more important than Non-Cluster Head nodes because they contain the latest aggregated data.

Network nodes detect fault in their hardware or software components, this Self-Detection technique is introduced in [12]. If a neighboring node plays a role in fault detection, this method is called Group Detection, and is fully described in [13, 14]. The third method used for fault detection is Hierarchical Detection, which is applicable for hierarchical clustered networks as mentioned in [15, 16].

One NCH nodes recovery technique is the method of ignoring the output generated by the node and is introduced in [12]. Henceforth, this method is briefly referred to as Ignore. Another technique for recovery of the NCH nodes is introduced in [17, 18]. Using “majority vote” system, the data generated by the faulty node is removed in the final output and aggregated data. A third method of recovery of the NCH nodes, which can be described as communication redundancy, is explained in [19]. The source can use more than one communication path to the destination nodes. If the main path is faulty for any reason, or if there is congestion or one of the intermediate nodes is lost, the node could transfer data through the alternative path.
In CH nodes recovery, the first step is the election of the alternative node. If the faulty CH elects the alternative node itself, this method is called Self-Election. This is studied in [20]. Members of the same node could also elect replacement for the faulty CH node. This is called Group – Election and is introduced in [21]. A third alternative method presented in [22, 23] is where the alternative node is elected by the central manager hierarchically, and is called Hierarchical Election.

The second phase is the recovery of CH nodes which starts after the election alternative CH node. PreCopy technique, introduced in [24] is done when the latest version of the aggregated data is copied into the new candidate cluster node. The new cluster head is responsible in sending the aggregated data to the sink. Another method discussed by the authors in [25] is Code Distribution, where tasks, operations, and aggregated data from NCHs are directed to the new CH. The last approach presented in this field is called Remote Execution, defined in [26, 27]. In this method the faulty CH node is controlled and managed remotely by another alternative node.

C. Fault Tolerance Protocols

FT-DSC protocol, introduced in [28] has created FT capability for both NCH and CH nodes. In the fault detection phase the techniques Self-Detection and Hierarchical-Detection techniques are used simultaneously. In the fault recovery phase, Ignore Value from faulty Node Technique is used for the NCH nodes, while CH nodes are recovered by electing the alternative node through Hierarchical Election method, and then using Remote Execution method for service distribution and implementation on new CH.

FTPASC is a protocol that has created FT feature for CH nodes. This protocol, introduced in [29] elects an “organizer node” for each cluster, also known as the redundant node. If for any reason the cluster head fails, the organizer node quickly replaces this node and undertakes its tasks. This process utilizes the Group Detection method, and code distribution is implemented in the service distribution at the recovery phase.

The importance of FT feature in CH nodes is imperative because they are responsible for data aggregation of all NCHs in a cluster. CMATO protocol, introduced in [30] has considered this important point significantly. In this protocol, network nodes are responsible to detect their neighbor CHs. In the event of a CH node failure, NCH nodes of that cluster could subscribe to one of the neighbor nodes and transmit their data to its CH. Thus, the fault detection is done by Group Detection, the fault recovery by Group Election, and the Code Distribution is applied in the Service Distribution stage.

In the protocol introduced in [31], a new approach called Active Caching is used. In this protocol, the aggregated data is stored in the middle nodes between the source and the sink so that it can be reused, circumventing the need to repeat data aggregation operations. This protocol has applied Hierarchical Detection technique in the fault detection phase. After electing the new cluster head using Hierarchical Election, Service distribution is done by PreCopy technique.

The techniques used in the fault detection and recovery phases are the same for both LRC and FT-DSC protocols. The difference between these two protocols is in their network re-clustering. LRC protocol is purely implemented locally, while in FT_DSC protocol, it is done simultaneously through dynamic and static methods.

Fault tolerance management frameworks introduced in [18, 34-36] have provided FT increase at different levels of the network. Ridesharing has created FT feature at communications level of the network but GHT and Craft have created this feature at network node level. Marzulla, presented in [18] has not created FT in Node or Network layers completely. Craft, introduced in [35] has provided fault detection feature in combination with Self-Detection and Hierarchical-Detection techniques. But Marzulla, GHT and Ridesharing frameworks have just used one of the fault detection techniques. GHT has used Hierarchical - Detection technique and Ridesharing has used Self-Detection technique.

In the fault recovery phase, Ridesharing framework has used a combination of PreCopy and Remote Execution techniques. However, GHT and Craft have implemented fault recovery just for CH nodes and Marzulla has only provided this feature at NCH nodes. The framework presented in [36] known as ECraft, is relatively more complete and stronger than the earlier proposed frameworks. ECraft has created FT feature both at network nodes and network communications levels. In the fault detection phase it has used a combination of all three mentioned techniques. It has also used PreCopy and Remote Execution techniques simultaneously.

The proposed protocol in [37] has features to increase the FT capability of a WSN and provides the foundation to increase the lifespan of the network. The proposed algorithm is known as FFT-Leach. The NCH groups use fuzzy algorithm to elect and join the best CH based on distance and energy.

D. Optimal Choice method

The algorithm proposed in [38] has increased fault tolerance in WSN using fuzzy logic. In this algorithm the area covered by the sensor that has been damaged is covered by the neighboring nodes. The election and replacement of the neighboring node is done by fuzzy logic and based on a series of parameters. These parameters include the distance between the faulty node and the neighbor node, distance from the cluster head node, remaining energy and the overlapping range of the sensor.

Another fuzzy method is proposed to detect faulty nodes in the clustered wireless sensor networks in [39]. In the proposed method, the value sensed by other groups and the rate of fault in the nodes provide input to the Fuzzy Inference System.
In the method proposed in [40], the lost area covered by the faulty node is covered by neighboring nodes. The least number of neighboring nodes is used to cover the area. After a certain node becomes faulty, the main concern is choosing the neighboring nodes to cover the affected area. The first priority in selection is the distance between the neighboring and the faulty nodes. In [40], fuzzy logic and mathematical methods are used to determine the alternative node.

Knowledge Based control system, known as FKBC is presented in [41]. The system provides an intelligent fault-tolerant version capable of detecting the Byzantine-type faults in clustered wireless sensor networks. The proposed control approach has been based on fuzzy logic and has detection capability of faulty communications between wireless sensor network nodes.

The proposed Fault management design has a Fuzzy Inference system based on fuzzy logic presented in [42]. Sensor, battery, and engine input receiver conditions have been fuzzy inference. Each of the nodes could have four operating modes. The network node could play its role in normal mode or act as an end node. It might be a dead node and finally the node may act as a traffic node.

Fuzzy logic is always one of the best methods to find an optimal approach. This is clearly shown in [43-45]. Finding the optimal path and using different search algorithms have been considered by the authors. If the number of nodes is increased, the comparisons and search time will have a sharp increase; thus to find the best path fuzzy modeling is used. Optimal fuzzy decision-making has been the purpose of this article [44]. The authors have shown that by using tolerance approach and fuzzy set theory better results could be obtained. Finding the minimum and optimum cost is considered in [45]. The proposed model involves a valuable linear performance for fuzzy equations.

III. PROPOSED METHOD

Fault tolerance capability is one of the dependability enhancement mechanisms of each system and should be integrated in different layers of the IoT architecture. This paper is focused on the first layer, i.e. the sensing layer. The purpose of the proposed framework is to evaluate the FT capability of any framework or protocol. At different applications, sensors, and environments in which wireless sensor networks are used, FT feature measurement enables the system’s capability to reach its maximum performance while cost is minimized by the correct and optimal choice of protocols. In addition, by increasing FT capability in the first layer, system dependability and efficiency is increased.

The proposed framework, called FISWSN is designed in a specific way to measure the fault tolerance created by each of the architectures and protocols in the wireless sensor networks. Each of these architectures and protocols has its own unique attributes and their FT is measurable. Due to the fact that an FT is a qualitative parameter, its measurement can be done by fuzzy logic. In the proposed FISWSN design, the system can make decisions about its FT capability based on the techniques used by each architecture or protocol in fault detection and recovery phase. Enabling FT in the propagation level will be effective as a third index. This may already be happening at the network nodes. Generally, the number and type of employed techniques are among the major indicators in this assessment. These techniques can be implemented individually or in combination.
Fig. 3 presents the view of the proposed FISWSN framework. Various components constituting the FISWSN are presented in Fig. 4. It should be noted that FISWSN itself consists of a number of fuzzy subsystems. The subsystems forming FISWSN are presented in Fig. 5.

IV. SIMULATION

Designing a fuzzy FISWSN system in MATLAB is presented in Fig. 6. The role of fuzzifier is converting the input variables into linguistic variables. It should be noted that this operation is performed by defined membership functions. The output is delivered to the inference engine and using the rules stored in the database, the engine generates the desired output. The main engine database rules are listed in Table 1.

The output generated by FISWSN fuzzy inference engine is delivered to the related defuzzifier. The role of the defuzzifier is to convert the fuzzy engine output to a Crisp value. Finally, this is transferred to the system as the final output through the defuzzifier. Figures (7-10) present the membership functions of the system inputs and outputs in MATLAB environment. Figures (11-13) have presented the implementation of FISWSN subsystems in this environment.
Table 1: FISWSN engine database rules

<table>
<thead>
<tr>
<th>Rule No.</th>
<th>F.T Level</th>
<th>Cluster Head F.T</th>
<th>Non-Cluster Head F.T</th>
<th>Fault Tolerance Level Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Very Low</td>
</tr>
<tr>
<td>2</td>
<td>Low</td>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>3</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low Medium</td>
</tr>
<tr>
<td>4</td>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>5</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
<td>Low Medium</td>
</tr>
<tr>
<td>6</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>7</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low Medium</td>
</tr>
<tr>
<td>8</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>9</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>High Medium</td>
</tr>
<tr>
<td>10</td>
<td>Medium</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>11</td>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
<td>Low Medium</td>
</tr>
<tr>
<td>12</td>
<td>Medium</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>13</td>
<td>Medium</td>
<td>Medium</td>
<td>Low</td>
<td>Low Medium</td>
</tr>
<tr>
<td>14</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>15</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
<td>High Medium</td>
</tr>
<tr>
<td>16</td>
<td>Medium</td>
<td>High</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>17</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High Medium</td>
</tr>
<tr>
<td>18</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>19</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low Medium</td>
</tr>
<tr>
<td>20</td>
<td>High</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>21</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>High Medium</td>
</tr>
<tr>
<td>22</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>23</td>
<td>High</td>
<td>Medium</td>
<td>Medium</td>
<td>High Medium</td>
</tr>
<tr>
<td>24</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>25</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>High Medium</td>
</tr>
<tr>
<td>26</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>27</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Very High</td>
</tr>
</tbody>
</table>

Fig. 10: Implementation of the membership functions of the inference engine output (Network Fault Tolerance)

Fig. 11: Implementation of FIS-CH-Recovery engine in MATLAB environment

Fig. 12: Implementation of FIS-NCH engine in MATLAB environment

Fig. 13: Implementation of FIS-CH engine in MATLAB environment
Database rules of the engines in subsystems FIS-CH-Recovery, FIS-NCH and FIS-CH are listed in tables 2, 3 and 4 respectively.

Table 2: Database rules of FT-CH-Recovery engine

<table>
<thead>
<tr>
<th>Election</th>
<th>Service</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>High</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
</tbody>
</table>

Table 3: Database rules of FT-NCH engine

<table>
<thead>
<tr>
<th>Detect</th>
<th>Recovery</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
</tbody>
</table>

Table 4: Database rules of FT-CH engine

<table>
<thead>
<tr>
<th>Detect</th>
<th>Recovery</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>High</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
</tbody>
</table>

Table 5: FT feature describer

<table>
<thead>
<tr>
<th>Status</th>
<th>Range</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Low</td>
<td>0 - 10</td>
<td>5%</td>
</tr>
<tr>
<td>Low</td>
<td>10 - 20</td>
<td>15%</td>
</tr>
<tr>
<td>Medium Low</td>
<td>20 - 40</td>
<td>30%</td>
</tr>
<tr>
<td>Medium</td>
<td>40 – 60</td>
<td>50%</td>
</tr>
<tr>
<td>Medium High</td>
<td>60 – 80</td>
<td>70%</td>
</tr>
<tr>
<td>High</td>
<td>80 – 90</td>
<td>85%</td>
</tr>
<tr>
<td>Very High</td>
<td>90 – 100</td>
<td>95%</td>
</tr>
</tbody>
</table>

Based on the defuzzifier output, the fault tolerance of a system could be evaluated using Table 5. If the output value is from 0 to 10, the FT capability of the system can be classified as very low, while an output in the range of 40-60 is described as medium.

The inputs of the proposed FISWSN framework are converted into linguistic variables using Triangle membership functions. In contrast, the FISWSN engine outputs are converted into a Crisp value by Trapezoid membership functions. The fault tolerance functions, a, b, c and d are used to represent the boundary conditions; while in triangular functions the boundary conditions a, b and c are used. Input and output variables use the following tags:

- **Input**
  
  Fault Tolerance Level = \{Low, Medium, High\} = \{LR, MR, HR\}
  
  Fault Detection = \{Low, Medium, High\} = \{LD, MD, HD\}
  
  Fault Recovery = \{Low, Medium, High\} = \{LR, MR, HR\}

- **Output**
  
  Network Fault Tolerance = \{Very Low, Low, Medium, High\} = \{VL, L, LM, M, HM, H, VH\}

FISWSN inputs are defined as "Low", “Medium” and “High” by linguistic term sets. This membership function is presented as follows.

First Input Membership Functions:

\[
\mu_{FT_{L,H}}(x) = \begin{cases} 
0 & \text{if } x < a \\
\frac{x-a}{b-a} & \text{if } a \leq x < b \\
1 & \text{if } x \geq b 
\end{cases}
\]

\[
\mu_{FT_{L,M}}(x) = \begin{cases} 
0 & \text{if } x < a \\
\frac{x-a}{b-a} & \text{if } a \leq x < b \\
1 & \text{if } b \leq x < c \\
\frac{d-x}{d-c} & \text{if } c \leq x < d \\
0 & \text{if } x \geq d 
\end{cases}
\]

\[
\mu_{FT_{L,L}}(x) = \begin{cases} 
0 & \text{if } x < a \\
\frac{x-a}{b-a} & \text{if } a \leq x < b \\
1 & \text{if } x \geq b 
\end{cases}
\]

Second Input Membership Functions:

\[
\mu_{FT_{D,H}}(x) = \begin{cases} 
0 & \text{if } x < a \\
\frac{x-a}{b-a} & \text{if } a \leq x < b \\
1 & \text{if } x \geq b 
\end{cases}
\]

\[
\mu_{FT_{D,M}}(x) = \begin{cases} 
0 & \text{if } x < a \\
\frac{x-a}{b-a} & \text{if } a \leq x < b \\
1 & \text{if } b \leq x < c \\
\frac{d-x}{d-c} & \text{if } c \leq x < d \\
0 & \text{if } x \geq d 
\end{cases}
\]

\[
\mu_{FT_{D,L}}(x) = \begin{cases} 
0 & \text{if } x < a \\
\frac{x-a}{b-a} & \text{if } a \leq x < b \\
1 & \text{if } x \geq b 
\end{cases}
\]

Third Input Membership Functions:
Table 5 is used to classify the FT feature of networks based on FISWSN output. Output membership functions are defined as follows.

\[
\mu_{\text{FT,RH}} = \begin{cases} 
0 & ; x \leq a \\
\frac{x-a}{b-a} & ; a \leq x < b \\
1 & ; x \geq b 
\end{cases}
\]

\[
\mu_{\text{FT,RM}} = \begin{cases} 
0 & ; x < a \\
\frac{x-a}{b-a} & ; a \leq x < b \\
\frac{d-x}{d-c} & ; c \leq x < d \\
0 & ; x \geq d 
\end{cases}
\]

\[
\mu_{\text{FT,RL}} = \begin{cases} 
\frac{1}{b-a} & ; a \leq x < b \\
\frac{x-a}{b-a} & ; x < a \\
1 & ; x > b 
\end{cases}
\]

In FISWSN engine design, the composition based inference engine is applied. Also the applied rule is Modus Ponens presented in equation (1).

\[
\mu_B(y) = \sup \{ \mu_B(x) \cdot \mu_{A_n}(x) \} \quad \text{Equation (1)}
\]

The applied implication is Mamdani Minimum.

Where \( F_P(x) \), Fuzzy Proposition is the premise and \( F_P(y) \), Fuzzy Proposition is the conclusion. For all the T-norms of the min operator and for all S-norms the Max is used. FISWSN engine fuzzifier is considered as Single Tone fuzzifier.

\[
\mu_{A_n}(x) = \begin{cases} 
1; & X = X^* \\
0; & \text{Otherwise} 
\end{cases} \quad \text{Equation (3)}
\]

Finally, the proposed engine defuzzification is the average defuzzification of the centers.

\[
y^* = \frac{\sum_{i=1}^{M} w_i y_i}{\sum_{i=1}^{M} w_i} \quad \text{Equation (4)}
\]

Where \( y \) is the fuzzy set I and \( W \) is height of fuzzy set L. For FISWSN engine design the equations 1 and 2 are combined to obtain equation (5).

\[
\mu_B(y) = \sup \{ \mu_B(x) \cdot \min[\mu_A(x),\mu_B(y)] \} \quad \text{Equation (5)}
\]

If the rule composition happens in equation (5) and min operator is used for t-norms, the equation (6) is obtained.

\[
\mu_B(y) = \max_{1 \leq i \leq M} \min[\mu_A(x),\mu_{A_i}(x_i)] \quad \text{Equation (6)}
\]

If the fuzzy set A is a single tone set (equation (3)), then the equation (6) is converted into equation (7) that this equation is called minimal inference.

\[
\mu_B(y) = \max_{1 \leq i \leq M} \min[\mu_A(x),\mu_{A_i}(x_i,\ldots,\mu_{A_i}(x^n_i))] \quad \text{Equation (7)}
\]

If the Crisp value of the system output is to be found by the mean defuzzifier i.e. by equation (4), the overall output of the FISWSN engine can be obtained by equation (8).

\[
y^* = \frac{\sum_{i=1}^{M} \mu_{A_i}(x_i)}{\sum_{i=1}^{M} \mu_{A_i}(x_i)} \quad \text{Equation (8)}
\]
V. DISCUSSION

The proposed FISWSN framework is of vital importance. Since faults originate from lower levels and propagate to higher ones, this fact has been put into consideration and as such, FISWSN has adopted FT management in the first layer of IoT architecture. Likewise, in accordance to the techniques referred to in [12-16], the same have been proposed in [17-19] for the recovery of the NCH nodes, and similarly for the recovery of the CH nodes proposed in [20-27], the FT capability is established in the WSN clustering networks. Thus, the proposed FISWSN framework has developed a system where the protocols are assessed, and their FT capability measured by the architecture by itself.

Fault tolerance protocols presented in [28-32], and the frameworks presented in [18, 33-37] have increased FT feature in WSN and in the first layer of the IoT architecture that it becomes significant to be able to measure this feature. Using the FISWSN framework, it is possible to measure the increase in FT capability in these types of networks. These comments and assessments are based on the number and types of techniques applied in each of them. Table 6 presents the evaluation and assessment based on the fuzzy logic of the protocol and the different fault tolerance frameworks of the wireless sensor networks.
Table 6: Fuzzy assessment of different FT protocols and frameworks

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>FTPASC [29]</td>
<td>Node CH only</td>
<td>Group</td>
<td>Code Distribution</td>
<td>33.21</td>
</tr>
<tr>
<td>CMATO [30]</td>
<td>Node CH only</td>
<td>Group</td>
<td>Code Distribution</td>
<td>33.21</td>
</tr>
<tr>
<td>Active Caching [31]</td>
<td>Node CH only</td>
<td>Hierarchical</td>
<td>PreCopy</td>
<td>32.23</td>
</tr>
<tr>
<td>LRC [32]</td>
<td>Node CH &amp; NCH</td>
<td>Self &amp; Hierarchical</td>
<td>Ignore Value &amp; Remote exe</td>
<td>38.04</td>
</tr>
<tr>
<td>Marzullo [18]</td>
<td>Incomplete</td>
<td>Hierarchical</td>
<td>Aggregation</td>
<td>19.95</td>
</tr>
<tr>
<td>RideSharing [33]</td>
<td>Communication</td>
<td>Self</td>
<td>PreCopy &amp; Remote exe</td>
<td>30.73</td>
</tr>
<tr>
<td>GHT [34]</td>
<td>Node</td>
<td>Hierarchical</td>
<td>PreCopy</td>
<td>35.22</td>
</tr>
</tbody>
</table>

FT is a qualitative parameter

Achieving the high efficiency in the final system output

Better implementation and lower cost imposed on the system

The evaluation of increased FT capability in fuzzy logic system

The analysis of the protocols and frameworks base on the techniques applied in them

Obtaining the increased FT feature in each protocol based proposed FISWSN framework

The optimal choice of protocols or the architecture creating FT capability

Fig. 17: FISWSN workflow

The next step after evaluation and assessment of the features of each protocol is to choose a protocol and architecture for the network. As this choice is more optimal, its implementation will be more affordable, and most importantly the total efficiency will be significantly increased. In [43–45], the main objective is finding the optimal solution. If FISWSN is applied, it is possible to present a correct assessment of the
protocol. And if good measurement of protocols is achieved, the optimum choice can be made and consequently, the system's efficiency will improve correspondingly. This workflow is presented in Fig. 17.

The focus of the proposed method is increasing IoT fault tolerance as noted in [4] which is in the Fault Prediction phase. In [5], the faults of the second layer which include the network communications have been considered in addition to the faults of the first layer of the IoT architecture. In [6, 7], emphasis on communication and redundancy in communication paths is discussed. In [8], redundancy is performed by creating virtual sensors. Then in [9], redundancy has been considered at the service level. Similar to [7 and 8], the network FT is provided by redundancy in communication paths in [10]. The key point is that FT increase has always transpired in [4-10], but there is no information on the level of increase. This could be attributed to the lack of an evaluator framework.

This FISWSN framework being discussed in IoT architecture has the capability to be extended to other architectures. For example, Gateway and Networking which is in the second IoT layer can be applied in Cloud Computing. It should be noted that all mentioned techniques in creating fault tolerance and architectures in this area are investigated in [46].

As mentioned in [11], FT enhancement mechanisms in WSN are classified in three main groups in terms of the implementation of techniques. The main limitation in this study is that the proposed framework is applicable only in the first layer of IoT network architecture and that the implemented WSN in it is cluster based. Thus, if a network is Redundancy Based or Deployment Based and has applied the techniques discussed in this paper, the proposed FISWSN cannot measure the performance of the FT feature.

VI. CONCLUSION

The purpose of the proposed FISWSN framework is to obtain fault-tolerance rate in each protocol and frameworks that are implemented in the sensing layer of IoT architecture. Based on the comparison conducted by means of the fuzzy logic, an optimal selection can be achieved through the implementation of protocols and architectures. If the FT capability creation protocol is selected optimally in addition to lower overhead burden on the system, higher productivity will be achieved in the final output system.

The proposed evaluator framework is only applicable to IoT networks that are clustered in the first layer of the architecture. FISWSN Framework can be developed longitudinally and transversely. It is both possible to be extended in the first layer of IoT architecture to cover other WSN networks including Redundancy Based and Deployment Based, or through the design of another framework in the second layer of IoT architecture based on techniques to improve the FT in the field of Cloud Computing.
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