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Abstract— Today, with the advent of digital imagery, the volume of digital images has been growing rapidly in 
different fields. So, there is an increasing need for providing an effective image retrieval system. In this paper, a semi-
supervised k-means clustering method was introduced for image database clustering and image annotation. One of 
the most important parts of image clustering algorithms is to determine similarity of the images. To compute exact 
similarity measures, a new CM similarity measure was proposed here to make normalized and weighted features 
simultaneously so that similarity measure exploits normalized or weighted features in its formula to reach better 
performance. However, due to semantic gap, some images may be false clustered. A hybrid of three relevance 
feedback (RF) schemes was used to improve the accuracy of image clustering. (1) The images with the user who knows 
their irrelevance to a cluster were conducted to correct cluster by a long-term RF. (2) With regard to the images with 
the user who knows they are relevant to a cluster, feature weight of the clusters was estimated in order to provide a 
multiple similarity measure using a re-weighting RF. (3) To discover the exact place of the cluster centers, a cluster 
center movement (CCM) RF was used. Experimental results based on the Corel database including 1000 images and a 
satellite image database of Tehran city including 2400 images demonstrated the superiority of the proposed method in 
image database clustering.
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I. INTRODUCTION

With rapid advances in the software, hardware, 
cost reducing of data storage and capturing resources, 
the size of digital picture achievements is increasing 
rapidly. Therefore, there is a great need for large 
image database management and effective and 
efficient tools for image annotation and retrieval 
techniques. Image retrieval systems are divided to 
three types [1] of text based approaches, content 
based image retrieval (CBIR) approaches and 
automatic image annotation (AIA) approaches. Most 
existing image retrieval systems such as image search 

engines in Google and Yahoo are textual based ones 
in which images are searched using the surrounding 
keywords, captions etc [2]. In many image databases 
such as satellite and medical ones, there is no text 
information to help image retrieval task. With regard 
to the increasing number of images taken from these 
areas, manual management, retrieval and searching 
among the voluminous data are very impractical and 
challenging tasks. For example, NASA’s Terra and 
Aqua satellites generate more than 3 Tb of images 
daily [3] or Radiology Hospital University of Geneva 
took more than 70,000 images per day, just in 
2007[4]. So, a system should be developed to be able 



to do image analysis, interpretation, annotation, 
management and retrieval automatically based on the 
image content. Content-based image retrieval systems 
(CBIR) were introduced in 1990s to automatically 

annotate images. Nowadays, many techniques have 
been developed for CBIR. CBIR is the process of 
retrieving similar images to a specific query from a 
large image database. It is usually implemented in 

two phases: 1) annotation the images and 2) retrieval 
of images from image database. In the annotation 
phase, each image is annotated with some machine 
learning techniques according to its visual features. In 
the retrieval phase, when a user enters a query, a 
feature vector is extracted from query image content 
and then, using a similarity measure, this vector is 
compared with the vectors in the feature database. 
The images most similar to the query would be 
returned to the user.

The basic assumption of CBIR systems is that 
images with similar concepts also have similar visual 
features. Although these systems are not necessarily 
able to understand the contents of images, it is 
necessary to categorize images to similar groups by 
their visual features. In general, there is no direct link 
between low-level features and high-level semantic 
concepts. Low-level features are often incapable of 
describing the high-level semantic concepts in the 
user’s mind. The difference between the power of 
low-level descriptors and rich meanings in the user’s 
mind is defined as the semantic gap [5] [37]. There 
are machine learning techniques and relevance 
feedback methods for narrowing the ‘semantic gap’ 
down. The machine learning techniques used in image 
annotation can be divided to three categories of 
supervised, unsupervised and semi-supervised 
methods [6-10]. 

Supervised methods need annotation data to work. 
It should be noted that annotation is a subjective, time 
consuming and cost ineffective process which is 
prone to error [11-12]. Semantic concepts are very 
subjective for human beings so that they are not well-
defined. A person at different times may have 
different opinions about an image. Due to training 
patterns and training time, supervised methods are 
used less frequently when the volume of data 
increases. Today, clustering methods are extremely 
taken into account since they do not require any 
training phases.

K-means algorithm is one of the most appropriate 
clustering algorithms in image retrieval area. The K-
means (or hard C-means) algorithm starts with K
cluster centers which is initially selected randomly. 
Each image in the database is then assigned to the 
closest cluster centre. The centers are updated by 
means of the associated images. The process is 
repeated until the criterion of mean square error is (to 
be) satisfied. These algorithms have two 
disadvantages. First, they are sensitive to the selection 
of initial cluster centers so that they might be trapped 
in a local optimum [35]. Second, the performance of 
the algorithm depends on the selection of similarity 
measure [35]. To overcome the former, semi-
supervised clustering is used and, to handle the latter, 
the user’s feedback is applied and a new multiple CM 
(Canberra Mahalanobis) similarity measure is 
proposed to estimate an individual similarity measure 
for every cluster.

Relevant feedback is an automatic process to 
identify user intentions and learn the similarity 
concept from the user’s point of view [34]. Feedback 
of users is employed to reduce the semantic gap 
between what queries say (low-level features) and 
what the user think. By interaction with users, the 
performance of CBIR systems improves considerably 
[4]. RF algorithms are usually used to improve the 
accuracy of supervised CBIR systems. On the other 
hand, RF algorithms are rarely paid attention in 
articles for unsupervised methods. In some clustering 
based image annotation systems, some images may be 
assigned incorrect labels. In this paper, a new hybrid 
of three RF including long-term RF, reweighting RF
and cluster centers movement RF was introduced to 
improve the accuracy of image annotation and image 
database clustering.

II. RELATED WORKS

Researchers try to develop RF techniques for 
achieving higher performance. This is the most 
important stage in CBIR. For this purpose, there is an 
attempt to use the user feedback in the best way. In 
this section, various methods of relevance feedbacks 
are reviewed and categorized.

A. Learning Method for Relevance Feedback
As shown in Figure 1.a, CBIR system computes 

the distance between query image and all images of 
database. Then, according to a similarity measure, it 
retrieves t images with less distance. From the user’s 
point of view, some of the images are relevant and 
some are irrelevant. Thus, a learning algorithm should 
be used to learn the subjectivity of the user. In 
general, RF learning methods can be divided to 
supervised, semi-supervised or unsupervised methods.

1) Supervised Relevance Feedback
The supervised RF has a paradigm in various 

disciplines such as pattern recognition and machine 
learning. These systems are controlled by user 
feedback and are called Human-Computer Interaction 
(HCI). HCI tries to simulate the human understanding 
system using a non-linear separator analysis [8]. 
Three basic methods of learning user opinion include 
query point movement (QPM) [13-15], re-weighting
[5][13-14] and Bayesian inference (BI) [13-14]. Some 
researchers have used a hybrid of three methods to 
achieve better performance [2][14].

 Query point movement: this method supposes that 
there is an ideal point for every query in feature 
space. The purpose of retrieval process is to 
discover this point. QPM idea is to move the 
query to positive example (PE) positions and far 
away from negative example (NE) positions [13]. 
As shown in Figure 1.b, query point )( j

ix is 
moved to )1( j

ix by using Rocchio formula that 
would be included further relevant images.

 Re-weighting: The main purpose of re-weighting 
is to give more importance to some features 



according to feedback samples. The evident 
feature should have less scattering on the class 
samples. In MARS [15], any feature is assigned a 
weight with regard to the reverse variance. Figure 
1.c shows much weight dedicated to X feature 
which causes more relevant images to be 
included. Deselaers et al. [31] used L2 as a 
similarity measure and learned weights of 
features by gradient descent which 
simultaneously minimized the distance of 
relevant images while maximizing distance of 
irrelevant images.  This method has two 
drawbacks. First, it can evaluate optimal weights 
for only one query image. Second, this method 
may converge to local optimum for high 
dimensional feature space because the number of 
feedback images is limited.

 Bayesian inference: Another method for RF 
processing is probabilistic Bayesian model [13]. 
BI approach uses Bayesian framework for 
deductive probabilistic estimation. Since 
probabilistic distribution on the whole image 
database is updated after any feedback, so the 
whole system can be improved.

 Hybrid method: Researchers try to combine 
different available methods and obtain an optimal 
one. For instance, in [14], three methods of QPM, 
re-weighting and BI were combined and 
reinforcement learning was used to develop an 
optimal feedback for query. In BALAS [2], a 
hybrid of QPM and BI methods was proposed. 
The degrees of relevant/irrelevant images were 
determined by estimating online probability 
density functions.

2) Semi-Supervised and Unsupervised Relevance 
Feedback 

Semi-supervised and unsupervised methods are 
more popular because they are less dependent on user 
opinion, especially in the contexts such as web based 
image retrieval that user opinion is very time 
consuming. Hence, machine-computer interaction
(MCI) systems are an effective method. An MCI 
system was introduced to search image database by 
training RBF neural network [16]. This system tries to 
simulate user opinion via an unsupervised RF 
approach.

3) Short and Long Term Learning 
Users usually think differently about a single 

image at different times [17]. Therefore it is preferred 
to use multiple user opinions in multiple sessions to 
achieve more confident results. RF is categorized into 
long term and short term learning when we face a 
couple of query sessions.

 Short term learning: The traditional short-term 
relevance leaning scheme always starts a new 
query session without any assumption about the 
query formulations or feature weights of the 
images and it repeats interaction with user while 
satisfactory results to be achieved.

Figure 1. a) initial query b) reweighting is applied to stretch the 
neighborhood c) movement query with CCM

 Long term learning: This learning scheme keeps a 
global memory for each image database to store 
the last query formulation and feature weights of 
the images when the image is previously used as a 
query. Thus, the relevance feedback learning for a
new query session can start from its previous state 
to speed up the learning process.
Xiaofei et al. [32] used both long term and short 

term RF to improve the performance of image 
retrieval. Long term RF first used to construct a 
semantic space from user interactions, then system 
used a learning function to distinguish relevant 
images from irrelevant images. Short term RF is used 
to reduce the mistakes of choice choosing relevant 
features and choosing feedback images under control 
of user.

B. Relevance Feedback for Clustering
In recent years, there has been a growing interest 

in clustering. In a great number of articles, relevance 
feedback is used for supervised learning. But, in 
unsupervised methods similar to the proposed system, 
RF learning methods are difficult to manage to rear 
instruction samples. RF is used in unsupervised 
systems with different purposes to improve the 
performance of systems. For instance, in CLUE [18], 
a method was proposed that initially clustered image 
database based on graph theory and Ncut. In this 
method, a graph representation of neighborhood 
target images was defined as G=(V, E), where the 
nodes V represent the images and the edges E are 
weights between every pair of nodes. The weights wij
are defined for the edges according to the similarity 
between the nodes. Graph-partitioning is applied in 
this graph. For image retrieval, this method is applied 
in a two-stage hierarchical learning: in the first stage, 
the top r neighbors of the query are retrieved; in the 
second stage, the Ncut clustering method is applied to 
the query image and its nearest neighboring target 
images; then, the system displays the image clusters 
and similarity measure is corrected by relevance 
feedback based on the user’s desire. Notwithstanding 
the great applicability of this method, it cannot be 
directly mapped between low level feature and high 
level semantic. Also, computation of this method due 
to using graph-partitioning and Ncut for large dataset 
is very complicated.

In SKKC [16], semi-supervised k-means 
clustering is used to annotate medical images and then 
relevance feedback is used to improve the 
performance. However, this method does not use any 
learning methods in RF stage and only tries to correct 
clustering images. Thus, this method needs many 
feedbacks.



Bhanu et al. [33] used a semi-supervised fuzzy 
clustering (SSFCM) method to learn class distribution 
by proposing an objective function. The SSFCM 
method is in conjunction with probabilistic feature 
relevance feedback to improve the retrieval accuracy. 
A specific query uses probabilistic feature relevance 
for weighed features. The SSFCM clustering method 
needs more computations because objective function 
must calculate inverse matrix at each iteration. Thus, 
this method is not suitable in situations which include 
interaction with users.

III. THE PROPOSED APPROACH

In this paper, a semi-supervised k-means 
clustering method was proposed by introducing a new 
CM similarity measure and a three-stage hybrid 
relevance feedback scheme. Figure 2 shows the 
framework of the proposed system. 

K-means algorithm is very suitable in interactive 
applications because its time complexity is O (n) [35]. 
But, it has two problems. The main problem of k-
means is its sensitivity to the selection of the initial 
cluster centers which may be converged to local 
optima. To address this problem, a few annotated 

images (about five images) were used here as training 
data in order to find the boundary of the clusters as a 
semi-supervised approach. Each initial cluster center 
was determined by the mean values of feature vectors 
of the annotated images. Second, the efficiency of the 
clustering results is influenced by similarity measure. 
A CM similarity measure was proposed to exactly 
estimate similarity of images. Then, fuzzy 
membership values of each image to cluster centers 
were calculated according to the distance of each 
image from all clusters.

The pseudo code of semi-supervised K-means 
clustering with CM similarity measure is presented is 
Figure 3. In many conditions, it is not sufficient to 
find the boundary of clusters based on the low level 
features because there is a vast diversity of data. In 
this way, some images are wrongly assigned to 
adjacent clusters so that the distance of the false 
clustered images from the adjacent clusters is less 
than its distance from the correct cluster. To improve 
the proposed clustering method and to bridge the low 
level features and high level semantic concepts, a new 
hybrid of three-stage relevance feedback was 
introduced.

Using A Few Annotate Images for initial 
cluster centers

Database
Image

Semi-supervised K-means clustering with CM similarity 
measure

Calculate fuzzy membership each image to all 
cluster centers

Users
judgments

Estimate Weight of each cluster and 
represent multiple similarity measure

Correct Clustering

Hybrid Relevance Feedback

RelevantIrrelevant

Cluster Senter 
Movement(CCM)

D .B 1

Users Satisfied

D .B 2 D .B  N

YesAnnotated and Clustered image 
database

.  .  .

No

Figure 2. Framework of proposed system



Table 1. Taxonomy of similarity measures

DisadvantageAdvantagesFormulaReferencesName
To dominate features with 
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d
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n: is a number of class; 
T: is a number of images in each class; 
L: is a Labeled of each class 
Xi : is a n*T matrix which Contain of Labeled images; 
//Initialized Cluster Center 
for i=1 : 5 
       Xi=L   // Labeled five images of each class  
// Semi-supervised K-means Clustering with CM 
similarity measure 

 
Center(1:n)=initial(X(1:n));  
//assigned initial cluster center means of labeled imaged 
features 
for k=1 : iteration 
  for i=1 : n*T 
     for j=1 : n  
         dis(j)=(center(j,:)-feature(i,:))* -
feature(i,:))' 
               /abs(center(j,:))+ abs(feature(j,:)); 
        
     End;     
     Xi=min(dis);  
  end; 
  for j=1 : n    // updated cluster center 
      Center(1:n)=meanlabeled(Xi); 
  end ;   
end;
Figure 3. Pseudo code of semi-supervised K-means clustering 
with CM similarity measure.

In this section, the similarity measure is 
illustrated. Then, image database clustering by k-
means algorithm with CM similarity measure are 
suggested to estimate the similarity of images. In the
last part of this section, a new hybrid relevance 
feedback is introduced to improve the accuracy of the 
clustering algorithm.

A. Similarity Measure
Similarity measure is the main component of 

many models and algorithms in machine learning, 
pattern recognition and computer vision. 
Determination of similarity between images is an 
important task in image retrieval systems. Moreover, 
the role of users in analyzing the response of system 
in an interactive process is very important for 
understanding the image similarity model [19]. The 
basic task of most clustering algorithms is to measure 
similarity between two patterns in the feature space. 
A similarity function on a data set X is defined to 
satisfy the following conditions [20]:

1) Symmetry: S(xi , xj)=S(xj , xi)
2) Positivity:  0 S (xj , xi ) 1 for all xi , xj
3) Triangle inequality: S(xi,xj)S(xj,xk) [ 

S(xi,xj) + S(xj,xk)] S(xi,xk) for all xi, xj and xk



4) Reflexivity: S (xj , xi)= 1  iff   xj = xi
If conditions 3 and 4 are met, the similarity measure 
is called metric. 

1) Similarity Measures Taxonomy
The performance of many clustering and 
classification methods such as K-means and RBF 
depends on the appropriate definition of distance 
function. Instead, pre- defined distance function based 
on prior knowledge about the application is very 
pleasant to be used for learning distance function. 
This may start with initial choice and continue based 
on supervisory data about the application. 
Unfortunately, under unsupervised learning issues,
learning of similarity measure is not a well-defined 
criterion. For example, clustering algorithms such as 
k-means with different similarity measures produce 
different clustering results [21]. Table 1 shows some 
popular similarity measures with their advantages and 
disadvantages.

2) CM Similarity Measure
As shown in Table 1, eleven similarity measures 

that are often used in the literature can be classified 
into three categories: basic similarity measures,
weighted similarity measures and normalized 
similarity measures. Table 2 demonstrates the 
classification of similarity measures into three 
categories.

 Basic similarity measure: Basic similarity 
measures are the ones whose formula has the 
following form:

yxD                                      (1)

 Weighted similarity measure: Weighted 
similarity measures have a weighted 
parameter W. The weighted parameter can be 
obtained in various methods. General form 
of weighted similarity measure has the 
following form:

)()( YXWYXD T                  (2)
 Normalized similarity measure: Normalized 

similarity measures are the ones whose 
formula is divided to combination of their 
absolute of features. General form of 
normalized similarity measure is as follows:

d

1i iyix
iyix

D                      (3)

Figure 4 shows recall-scope curves of the three 
similarity measure approaches. As we observe, the 
weighted similarity measures and normalized 
similarity measures have much better performance 
than basic similarity measures. According to this 
principle, we can use from properties of normalization 
and weighted approaches simultaneously and propose 
a new similarity measure as in Equation 4.

d

i ii

iiii
T

ii

yx
yxSyX

CM
1

1
, )()(

            (4)

where S is a covariance matrix of whole image 
database that its non-diagonal elements are set to 
zero. This similarity measure is the combination of 
Canberra and Mahalanobis, thus we called it relative 
Mahalanobis or CM (Canberra and Mahalanobis). 

B. A New Hybrid Relevance Feedback
As shown in Figure 5, after clustering, in previous 
stages, the fuzzy membership values of each image to 
cluster centers are calculated according to the distance 
of each image from each cluster. In the last stage, the 
performance of system is improved by the proposed 
hybrid relevance feedback. In the clustering process, 
some images may be clustered wrongly. Hence, 
relevance feedback was used to take high level 
semantic concept into account and to reach more 
accurate image clustering. All Images in each cluster 
ranked according to distance from the cluster centers 
and images with the maximum distance were shown 
to users for relevance feedback process. In this regard, 
it is possible to have positive and negative examples. 
Experimental results showed that the performance of 
system should be increased. The images that the user 
sets as relevant were assigned to correct cluster 
(positive example), so the system recognized them 
correctly. The images the user sets as irrelevant 
belonged to other clusters (negative example) but the 
system assigned them to this cluster. Long term RF 
was used for correct clustering. Thus, fuzzy 
membership value would set zero for the cluster that 
the user knew as irrelevant and image would be 
allocated to the cluster with the maximum 
membership value. The experiments showed that 
irrelevant images after averagely two feedback 
iterations were assigned to the correct cluster. After 
each feedback, cluster center movement (CCM) 
technique based on QPM was used to find the ideal
point for every cluster in feature space with Eq. (5):

NY

k

RY

kj
i

j
i

KK
N
YY

R
YxX )()1(                  (5)

where xi
(j) and xi

(j+1) are previous and updated cluster 
centers, respectively, and xi

(j) means that a user 
submits the ith cluster in image database as the query
and has j RF iterations and  xi

(j+1) is updated cluster 
center in (j+1) RF iterations. and are adjustment 
coefficients that set  to 3*|C-R-N| and and are 
equal to 0.33.

Table 2. Categories of similarity measures
Similarity measureCategory

Minkowski
Euclidean

Chebydhev
Manhattan

Basic similarity measure

Manhattan Weighted
Euclidean Weighted

Mahalanobis 
WMV

Weighted similarity 
measure

Czekanowski
Inner product

Jeffrey divergence
2

Canberra

Normalized similarity 
measure



Figure 4. Recall-scope curves for three categoroes of basic, weighted and normalized similarity measures.

F=Calculate fuzzy distance of each image from different cluster center; 
While (User Satisfied for clustering result)
           Show 20 images near to boundary which max distance from cluster center;
           User labeled relevant or irrelevant to this cluster;
           If (user set relevant)
              Xi=Label of images;
          else // Correct Clustering
              Fi=0;
              Xi = max index(Fi); // image allocate to cluster with max degree of F      
           end;
          Updated cluster center with Equation (5);  // CCM              
End;
Updated by covariance of current labeled images;  // estimate feature weight of each cluster;

Figure 5. Pseudo code of semi-supervised K-means clustering with CM similarity measure.

Also, let the set of relevant images identified at the jth 
iteration be R and the set of identified irrelevant 
images be N and C is all images in database. Zk are 
images that belong to region R or N.

In this regard, the user preference and his/her 
point of view toward each feature type is very 
significant. For example, two objects with similar 
shapes but different colors like a lemon and an orange 
are recognized similar based on their shape features 
by some users and dissimilar based on color features 
by others [13].

Relevance feedback was repeated until the user’s 
satisfaction with clustering result. Then, the images 
that the user sets as relevant in several feedbacks to 
estimate the feature weight of each cluster were used. 
Since important features in various clusters were 
different, re-weighting RF was used to obtain suitable 
feature weight of each cluster according to scattering 
of features. Multiple similarity measures are 
presented in Eq. 6. A special weighting vector W was 
obtained for each cluster via relevance feedback.

)6(JI

JIJ
T

JI
kj CF

CFWCF
Icluster

)()(
minarg)( )..1(

In response to the query image I, returned cluster J
minimizes Eq. 6. Wj is the weight vector of cluster j
that was calculated in the relevance feedback phase.

IV. EXPERIMENTAL RESULTS

In this paper, a clustering technique was used for 
image annotation and a relevance feedback method 
was used to improve the accuracy of annotation. The 
proposed algorithm was implemented by MATLAB 
7.6 and the hardware environment of all experiments 
was a Pentium4 PC, 7.300 CPU, with 1GB memory, 
Windows XP.
For system assessment, first, the original image was 

segmented to constitute the required image database. 
Then, low-level features were extracted from the 
image database and the proposed algorithm was tested 
on these features to be measured efficiently.

A. Image Databases
In this work, used two image databases were used. 
The first one was Tehran satellite image database 
[34], [36]. A satellite image of Tehran with the size of 
3243 × 3243, as shown in Figure 6, which was
partitioned to 2400 sub-images with the size of 
90×90. Adjacent sub-images overlapped with each 
other by 50 percent. Therefore, Tehran satellite image 
database included 2400 images with five semantic 
concepts including trees, road/cars, runway/desert,
urban and airplane. Figure 7 shows five image 
samples from Tehran satellite image database with 
their annotated semantic concepts.

The second image database was Corel database
including 1000 images of 10 semantic classes. Each 
class in Corel database consisted of 100 images in 



384× 256 or 256×384 resolution. Figure 8 shows one 
sample image from each semantic class.

B. Performance Evaluation
The evaluation of the system was done in two 

main parts. First, the effect of similarity measure was 
evaluated. In the second part, the performance of 
hybrid of three-stage relevance feedback was 
considered. Recall/Scope was used to evaluate the 
performance of system. All results presented in this 
section were achieved from the average of 1000 
random queries.

1) Performance Evaluation of Similarity Measure 

Determining the similarity of images based on 
low-level features is one of the major topics in 
machine vision. There is no general rule or method 
for selecting appropriate similarity measures. In 
literature different similarity measures are used which 
some of these similarity measures are presented in 
Table 1. 

Figure 6. Partial satellite image of Tehran partitioned into 
overlapped sub-images with size 90x90. 

(1) Trees, 520 (2) Road and cars, 712 (3) Runway and desert, 250 (4) Urban, 870 (5) Airplane, 48

Figure 7. Image samples of Tehran satellite image database with their annotated semantic concepts. The caption of each image shows its 
cluster ID (semantic concept) and number of images with this cluster ID in the image database.

(1) Africa (2) Beach (3) Buildings (4) Buses (5) Dinosaurs

(6) Elephants (7) Flowers (8) Horses (9) Mountains (10) Food
Figure 8. Image samples of Corel database with their annotated semantic concepts. 

Table 3. Color, texture and shape descriptors

Feature Advantage Descriptor Dimensio
n

Color Simplest, most efficient and most applicable feature 
in CBIR and invariant to resize, rotation and 
transformation but sensitive to illumination and other 
external factors. Selection a color space is the main 
step in color feature extraction [27].

mean, standard deviation, and 
skewness for each of three color 
channels L, a, b

9

Texture Texture has a widely used in Remote Sensing (RS) 
image classification and retrieval. Especially, in area 
separation with different textures such as tree planting 
areas and urban areas.

inertia, energy, entropy, contrast, local 
homogeneity, correlation and 
difference moment extracted from 
GLCM matrix [5][30].

7

Shape Shape has a main role to identify some linear entities 
(for example, river, and road) and objects with regular 
shape (for example, building, farmland and hangar). 
Zernike moments have properties, such as rotation 
invariance, robustness to noise, expression efficiency.

Zernike moments [28-30] 9



In this section, the performance of the proposed 
CM similarity measure was evaluated and then it was 
compared with other similarity methods. Recall/scope 
curve of 12 similarity measures are shown in Figure 
9. As shown in this diagram, the proposed CM 
similarity measure had the highest accuracy because 
of making normalization and using weighted features 
simultaneously 11% and 14% improvement was 
observed in annotation accuracy for Corel and 
satellite images databases, respectively, compared 
with the best similarity measure. After the proposed 
similarity measure, Canberra, Mahalanobis and 
Jeffrey divergence had the best results, respectively. 
Since these similarity measures performed a kind of 
normalization or weight to the features in their 
formulas, they had higher performance than other 
similarity measures. Inner product and L
measures had the lowest performance. As shown in 

Figure 9 in both databases, the performance of 
similarity measures was not much different because 
similar features were used in both databases. 
Moreover, the performance of similarity measure 
much depended on application and low-level features.

2) Performance Evaluation of Relevance 
Feedback 

To examine the effect of hybrid relevance 
feedback method, the accuracy of annotation in three-
stage feedbacks is presented in Table 4. As shown in 
Table 4, after three feedbacks, the accuracy increased 
by 7.3% and 13.6% for the Corel and Tehran satellite 
image databases, respectively. But, since the accuracy 
of the proposed clustering system was good, showing 
the ability of the proposed relevance feedback was not
expected. 

(a)                                                                                                 (b)
Figure 9. Recall of clustering results  for: (a) Corel Database; (b) Tehran satellite image database in different similarity measures.

(a)                                                                                                    (b)
Figure 10. Effective hybrid relevance feedback in clustering accyracy; a) Corel Database b) Tehran satellite image database.

Table 4. Accuracy of annotation hybrid relevance feedback in three feedback for proposed system. 

3th RF2th RF1th RFWithout RF

%94.6%91.2%89.7%86.3Tehran satellite image database

%85.1%80.3%74.6%71.5Corel image database

Table 5. Accuracy of annotation hybrid relevance feedback in three feedback for the system 2 similarity measure.

3th RF2th RF1th RFWithout RF

%79.8%71.2%65.4%58.1Tehran satellite image database

%76.3%72.4%64.9%57.4Corel image database



(a)                                                                                             (b)
Figure 11. Accuracy / Feedback iteration curve for proposed system and three component CCM , Re-weighting and Correct  clustering with 

SKKC system; a) Corel Database b) Tehran satellite image database.

           (a)                                                                                                  (b)
Figure 12. Precision/ Recall curve for proposed system and SKKC system;  a) Corel Database b) Tehran satellite image database.

Therefore, to evaluate the proposed relevance 
2 similarity measure that 

had lower efficiency was used. As demonstrated in 
Table 5, the accuracy of the system increased after
three feedbacks until 18.9% and 21.7% for the Corel 
and Tehran satellite image databases, respectively.

The accuracy of different clusters in three 
feedbacks is shown in Figure 10. As shown in Figure 
10.a, for Corel database, the accuracy of clusters 1, 3, 
6 and 8 decreased after performing some feedbacks. 
According to the experiences by different people after 
several repetitions, it was concluded that, about 3 to 9 
percent of user feedback images were wrong. In 
general, three reasons can be mentioned for this 
problem. 

 First, human being is sensitive and unpredictable 
and the user judgment is subjective.

 Second, images in clusters’ boundary are very 
similar and the user may mistakenly mark them 
as relevant leading to the decrease in cluster 
accuracy. 

 Third, the user may make a mistake in putting 
check marks or vice versa. 

About satellite images, the same kind of mistakes 
may happen in lower scales, especially in the first and 
second cases. However, it was more evident in the 
third case due to the vast variety of categorization in 
satellite images

Figure 11 illustrates the curve of system accuracy 
in different relevance feedbacks in comparison with 
three RF including Long term, Re-weighting, 
CCM/hybrid RF and SKKC system. The result of two 
databases showed the accuracy increase in hybrid 
method by about 18% whereas, for three methods 
(CCM, Re-weighting and Correct clustering), the 
accuracy increase was between 9 and 11 percent and, 
for SKKC, it was approximately 9%.

The Curve precision-recall proposed system and 
SKKC system are shown in Figure 12 (the precision-
recall curves of the proposed system and SKKC 
system are shown in Figure 12). In both databases, the 
performance of the proposed system was significantly 
better.



(a) (b)

(c) (d)
Figure 13: Retrieval example from the Corel dataset for four queries evaluated. The top-left corner image is the query and top 8 retrieval 
results obtained by proposed scheme algorithm. (a) Africa; 6 matches out of 8. (b) Flowers; 8 matches out of 8. (c) Mountains; 7 matches 

out of 8. (d) Elephants; 8 matches out of 8.

(a) (b)

(c) (d)
Figure 14: Retrieval example from the Satellite dataset for four queries evaluated. The top-left corner image is the query and top 8 
retrieval results obtained by proposed scheme algorithm. (a) Trees; 8 matches out of 8. (b) Airplane; 6 matches out of 8. (c) Urban; 8 
matches out of 8. (d) Road and cars; 8 matches out of 8.

To illustrate the performance of the proposed 
system, several images were selected as query and are 
shown in Figures 13 and 14. The images were related 
to semantics such as Africa, flowers, elephants and 
mountains from Corel database and trees, airplane, 
building-residential and road-cars from Tehran 
satellite image database. For each query example, the 
precision of the query results was examined 
depending on the relevance of image semantics.

V. CONCLUSION AND FUTURE WORKS

Due to semantic gap between low-level features 
and high-level semantics, CBIR systems cannot be 
good at image annotation. To reduce semantic gap, 
we use semi-supervised k-means clustering by CM 

similarity measure and hybrid relevance feedback 
scheme. Due to utilizing normalized and weighted 
features simultaneously the proposed similarity 
measure could perform better about 14% rather than 
the best available similarity measure. In clustering 
some images may not annotate correctly. To improve 
performance of system, a hybrid of three relevance 
feedback is used. (1) Long-term RF is used to conduct 
images to correct clusters, (2) Re-weighting RF is 
used to estimate feature weight of the clusters to 
provide a multiple similarity measure and (3) CCM is 
used to determine the exact place of cluster centers.
After three stages of proposed relevance feedback 
scheme, accuracy of annotation increased about 18%. 



This hybrid relevance feedback is utilizable for every 
clustering method based on cluster center. 
Experimental results on Corel and satellite image 
databases show the effectiveness of proposed method 
in improving the accuracy of image database 
clustering and image annotation.

The future work will investigate the extension of 
this approach to provide a way for predicting feature 
weight with a small number of sample feedbacks that 
is used for initial cluster centers. Experiments have 
shown that, if the feature weight of each cluster can be 
determined, clustering results without any feedback 
will be equivalent to the end of the second feedback 
session. Therefore, the performance can be improved 
by predicting feature weight.
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