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Abstract—In many speech applications, the target signal is corrupted by highly correlated noise sources. Separating desired speaker signals from the mixture is one of the most challenging research topics in speech signal processing. This paper proposes a binaural system combined with a monaural incoherent post processor for speech segregation. The proposed binaural system is based on spatial localization cues: Interaural Time Differences (ITD) and Interaural Intensity Differences (IID). A target speech is separated from interfering sounds by estimating time-frequency binary and ratio masks. The binary mask is estimated using the multi-level extension of the Otsu thresholding algorithm used in image segmentation. ITD and IID are important features for mask estimation in low and high frequencies, respectively. The ratio mask is estimated using the incoherent monaural speech separation system as the post processing stage. Systematic evaluations show that the proposed system can separate the target signal with acceptable quality.
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I. INTRODUCTION

Speech segregation under both monaural and binaural conditions is a challenging problem that has received considerable attention due to its potential application in hearing aid design, robust speech recognition or audio information retrieval. For us, filler out and comprehend a multitude of acoustic events that surround us in every moment. Imagine, for example, a cocktail party where we hear multiple voices, some background music and other environmental sounds at the same time. In this case, every acoustic source produces a vibration of the medium (i.e., air) and our hearing is determined by the
ear drums. As Helmholtz noted in 1863, the final waveform is “complicated beyond conception” [1]. Nonetheless, we are able to attend to and understand one particular talker in this situation. This perceptual ability is known as the “cocktail-party effect” – a term introduced by Cherry [2].

When target and intrusions are presented at different locations, the human auditory system is able to separate the sources from each other using two ears. This binaural advantage is because of the ability to utilize the interaural differences at the two ears. Monaural separation algorithms rely primarily on the pitch cue. On the other hand, the binaural algorithms use the source location cues, time and intensity differences between the ears.

Many Computational Auditory Scene Analysis (CASAS) systems perform based on a Time-Frequency (T-F) mask. This mask selectively weights the T-F units in the acoustic mixture in order to enhance the desired signal. The weights can be binary or real [3]. The binary T-F masks are inspired by the masking system in human audition, in which a weaker signal is masked by a stronger one when they are presented in the same critical band [4].

In recent years, several binaural speech separations based on binary mask estimation using the ITD and IID features have been presented [5]-[9]. Roman has introduced a classification method based on supervised learning for binary mask estimation in order to separate the target signal from the interference [10]. The feature space of this classification is a two dimensional space based on IID and ITD local features. Sririvasan extended the Roman system by adding a ratio mask for modulation of speech recognition [3].

In 2008, Cobos and López presented a method for binary mask estimation, according to the Otsu thresholding algorithm [11], originally used in image processing for image segmentation. By applying this threshold to the ITD feature and consequently binary mask estimation, some of the T-F units are multiplied by one while the rest are multiplied by zero. As a result, the target signal is separated from the interference signal.

It is generally accepted that for human audition, ITD is the main localization cue in low frequencies (< 1.5 kHz), whereas IID is used in the high-frequency range [12]. The resolution of the binaural cues affects both localization and recognition tasks.

Based on the above, the goal of this paper is to propose a binaural speech separation system that is able to extract a target speech signal from an acoustic mixture. By extending the binaural separation system proposed in [11], the proposed binaural speech separation system estimates the Time-Frequency (T-F) binary masks using binaural cues extracted from the responses of a KEMAR dummy head [13], which simulates the filtering process of the head, torso, and external ear. The novelty of the proposed binaural system is using the ITD cue for estimation of the T-F binary masks of low frequency subbands and the IID cue for high frequency subbands. The T-F binary mask is estimated based on the Degenerate Unmixing Estimation Technique (DUET), which is used for the separation of stereo anechoic mixtures [14]-[15]. The general approach in DUET based methods is to define a two-dimensional histogram constructed from the ratio of the T-F representations of the mixtures. A main assumption of this technique is that the signal T-F units of different sources do not overlap significantly in the T-F domain [16], that is called the W-disjoint orthogonality assumption. It should be mentioned that the proposed method has been partially presented in a preliminary form in [17].

In the proposed binaural system, first, the ITD and IID cues are calculated between the T-F units of the left and right channels and then, the positive and negative values of the ITD and IID are separated. The separated values are normalized and used for forming two weighted histograms, one for the positive values and other for the negative values. Next, based on the number of sources and using the Otsu thresholding algorithm [18], several thresholds are obtained from the weighted histograms. The range constrained by any two thresholds corresponds to a source and the T-F units corresponding to these ranges are used to estimate the T-F binary masks.

One of the limitations of the proposed binaural system is that most of the interference signals overlap the target speech signal, reducing the system performance. To overcome this limitation, we use a post processing stage to process the estimated target signal and improve its quality.

In this stage, a monaural speech separation system that we proposed in [19] is used. The estimated target speech signal obtained from the binaural speech separation system is entered to the monaural separation system as a new noisy signal. The simulation results using the PESQ evaluation index indicate that the proposed system extracts a majority of target speech without including much interference.

The rest of the paper is organized as follows: Section II describes the proposed system including the IID and ITD binaural cue extraction and T-F binary and ratio mask. Section III presents the evaluation results of the proposed system, and Section IV includes conclusion and discussion of the work.

II. PROPOSED SPEECH SEGREGATION SYSTEM

The main target of the proposed system is to produce the binary and ratio masks for separation of voiced and unvoiced parts of speech from interference. The proposed system consists of four stages: (1) auditory periphery, (2) binaural cues extraction, (3) estimation of a time-frequency binary mask and speech separation, and (4) post-processing for estimation of a ratio mask. Figure 1 shows the system architecture for the two sound sources.

In the proposed system, the inputs of the two microphones are two mixtures of target speech and interference signals measured at different, but fixed locations. As a standard method for binaural synthesis, the measurements of Head-Related Transfer Functions (HRTF) are employed. Here, we use a catalog of HRTF measurements, collected by Gardner and Martin from a KEMAR dummy head under anechoic
conditions [13]. The catalog consists of left/right KEMAR measurements for the source located at the distance of 1.4 m in the horizontal plane. Each measurement is actually a 128-point impulse response (at a sampling rate of 44.1 kHz). Binaural signals are achieved by convolving monaural signals with the impulse responses of HRTFs, with respect to the direction of incidence. The responses to multiple sources are added at each microphone. Due to the differential filtering effects between the two ears, HRTFs introduce a natural combination of ITD and IID into the signals to be extracted by subsequent stages of our system.

![Diagram](image_url)

**Fig. 1.** The block diagram of the proposed system for a mixture of two sources.

### A. Auditory periphery

Short Time Fourier Transform (STFT) is usually employed as a sparse representation of speech signals in T-F domain. In addition, it is used as a uniform filter-bank for decomposing a speech signal into narrowband subband signals. The location-dependent ITD and IID can be extracted independently in each T-F unit. These features are used for estimation of T-F binary masks; then these masks are applied to the mixtures for obtaining the separated sources in the T-F domain.

### B. Binaural cue extraction

When speech and interference signals are orthogonal, the linear MMSE filter is the Wiener filter [20]. With a frame-based processing, the MMSE filter corresponds to the ratio of speech eigenvalues to the sum of eigenvalues of speech and noise [20]. Ephraim and Malah have shown that the optimal MMSE estimate of speech spectral amplitude in a local T-F unit is strongly related to the a priori SNR [21]. To estimate the speech in a local T-F unit, we approximate the frame-based filter with an ideal ratio mask defined using the a priori energy ratio $R(m,k)$:

$$R(m,k) = \frac{|S(m,k)|^2}{|S(m,k)|^2 + |N(m,k)|^2}$$  \hspace{1cm} (1)

where $S(m,k)$ and $N(m,k)$ are respectively the target and interference spectral values and $m$ and $k$ refer to time and frequency indices, respectively. $R(m,k)$ can be computed for each microphone signal before mixing the target and interference signals. According to Equation (1), the ideal binary mask is defined as [22]:

$$B(m,k) = \begin{cases} 1 & \text{if } R(m,k) \geq \delta_3 \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (2)

where $\delta_3$ is set to be 0.5. Such masks can generate high-quality reconstruction for a variety of signals but, in practice, there is no access to target and interference signals. The objective of our pre-processing stage is to develop effective algorithm for estimating ideal binary mask.

Roman et al. [10] have shown that ITD and IID undergo systematic shifts as the energy ratio between the target and the interference changes. In a particular frequency channel, the ITD and IID corresponding to the target source exhibit location dependent characteristic values. As the SNR in this frequency channel decreases due to the presence of interference, the ITD and IID systematically shift away from the target values. The ITD and IID are computed independently in each T-F unit based on the spectral ratio at the left and right microphones:

$$ITD(m,k) = 20 \log_{10} \left( \frac{|X_L(m,k)|}{|X_R(m,k)|} \right)$$  \hspace{1cm} (3)

and

$$IID(m,k) = -\frac{N}{2\pi k} A(\frac{X_L(m,k)}{X_R(m,k)})$$  \hspace{1cm} (4)

where $X_L(m,k)$ and $X_R(m,k)$ are the spectral values of the noisy speech signals respectively at the left and right ears, at frequency index $k$ and time index $m$. $N$ is the STFT length or equivalently the number of the filter bank channels. Also, $A(\cdot)$ is the phase angle function that returns the phase angle of a complex number in radians (i.e., $A(e^{j\phi}) = \phi, -\pi < \phi \leq \pi$). The relative magnitude and consequently, the intensity difference between the spectral values of the left and right ears is calculated by IID. Also, ITD estimates the time difference between the signals of the left and the right ears via dividing the relative phase angle by the $2\pi k / N$. 

---
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To show the relationship between IID/ITD and the energy ratio $R$, the scatter plot and histogram of $R$ in terms of IID/ITD have been shown in Figures 2 and 3, for a typical case where the target is in the middle of the horizontal plane and the interference is located on the right side at 30°. Here, we assume that the target and interference signals are separately accessible, thus, the value of $R$ can be computed for each mixture signal. The scatter plot in Figure 2(a) shows the distribution of $R$ with respect to IID for a frequency channel at 1 kHz. Figure 2(b) depicts the histogram of IID samples. Figure 3(a) describes the variation of ITD and $R$ for a frequency channel at 3.5 kHz and Figure 3(b) shows the histogram of ITD samples.

![Fig. 2. Relationship between IID and the energy ratio $R$ when the target is in the middle of the horizontal plane and the interference is on the right side at 30 degrees. (a) Scatter plot of the distribution of $R$ over IID for a frequency channel at 3.5 kHz. (b) Histogram of IID values.](image)

As seen in Figures 2 and 3, for the T-F units dominated by the target ($R = 1$), the binaural cues are clustered around the target IID/ITD values. Likewise, for the T-F units dominated by the interference ($R = 0$), the binaural cues are clustered around the interference IID/ITD values. Moreover, each peak in the histogram corresponds to a distinct active source.

C. Time-frequency binary mask

The aim of this stage is to estimate time-frequency binary masks for speech separation based on IID and ITD cues. It is well-known that IID is a salient cue at high frequencies while ITD becomes a more prominent cue at low frequencies [12]. This can be justified as follows.

Based on the duplex theory, Rayleigh [23] explained the human ability of localizing sounds by ITD and IID between the sounds reaching each ear. Woodworth [24] performed some experiments to test the duplex theory. He used a solid sphere in order to model the shape of the head and then, measured the ITDs as a function of azimuth for different frequencies. In the employed model, the distance between the two ears was approximately 22–23 cm. It was inferred from the initial measurements that there is a maximum time delay of approximately 660 μs when the source of the sound is located at directly 90° azimuth to one ear. This time delay is correlated with the wavelength of a sound source with a frequency of 1.5 kHz. Thus, Woodworth achieved to the important result that when a played sound had a frequency less than 1.5 kHz, the respective wavelength is greater than this maximum time delay between the ears (times the sound velocity). Consequently, a phase difference exists between the sound waves entering the ears, providing an appropriate acoustic localization cue. Hence, a sound input with a frequency closer to 1.5 kHz has the wavelength of the sound wave similar to the natural time delay. Thus, the size of the head and the distance between the ears results in a reduced phase difference; so localizations errors may be occurred. For a sound input with a frequency greater than 1.5 kHz, the wavelength is shorter than the distance between the two ears; hence, a head shadow is produced and the ITD will be no longer a reliable localization cue in such frequencies.

On the other side, it is well-known that when the sound is propagated in the air, it faces with an attenuation which is directly proportional to the sound frequency. So, because of higher attenuations in higher frequencies, IID is a more reliable cue at high frequencies.

Based on these principles, and by extending the binary mask estimation algorithm proposed by Cobos and López [11], we propose a method of mask estimation for high frequency channels considering the IID cue and for low frequency channels based on the ITD cue. The same procedure may be followed for low frequency channels based on the ITD cue.

Since the procedure of the proposed algorithms for IID and ITD features and for high and low frequency channels are similar, in the following, we only explain the algorithm for the IID (at high frequencies) and do not repeat the explanation for the ITD (at low frequencies).

At the first step, the IID values are divided into two parts corresponding to the sources located at left and right. For this purpose, two binary masks, one for the positive and another for the negative values of the IID are respectively defined as:

$$U_{\text{IID}}^{(1)}(m,k) = \begin{cases} 1 & \text{if } \text{IID}(m,k) > 0 \\ 0 & \text{if } \text{IID}(m,k) < 0 \end{cases}$$

$$U_{\text{IID}}^{(2)}(m,k) = \begin{cases} 1 & \text{if } \text{IID}(m,k) \leq 0 \\ 0 & \text{if } \text{IID}(m,k) > 0 \end{cases}$$

By multiplying by the above binary masks, the IID values are split into two parts:

$$\text{IID}^{(1)}(m,k) = \text{IID}(m,k) \cdot U_{\text{IID}}^{(1)}(m,k), \quad i \in [1,2]$$

The second step involves an estimation of the perceptually weighted histogram using the absolute value of $\text{IID}^{(1)}(m,k)$. To this end, first, the values of
\[ |\tilde{ID}^{(0)}(m,k)| \quad \text{and} \quad |\tilde{ID}^{(2)}(m,k)| \quad \text{are normalized; this results in} \quad \tilde{ID}^{(0)}(m,k) \quad \text{and} \quad \tilde{ID}^{(2)}(m,k), \quad \text{respectively.} \]

Then, to count the points in the frequency range \([k_{\text{min}}, k_{\text{max}}]\), two histograms of \(L\) uniform bins in the range of \([0, L]\) are formed for \(\tilde{ID}^{(0)}(m,k)\). The center of each bin is computed as:

\[ z_n = \frac{1}{2L} (2n + 1), \quad n = 0, \ldots, L - 1 \]

where \(n\) is the number of uniform bins. As a matter of fact, most of the speech energy is concentrated in the range of \([100 \text{ Hz}, 4 \text{ kHz}]\). Therefore, to facilitate the search for an optimal threshold for a perceptually weighted histogram, we take \(k_{\text{min}}\) and \(k_{\text{max}}\) as the index of the closest frequency to 100 Hz and 1.5 kHz for the IID cue histograms and 1.5 kHz and 4 kHz for the ITD cue histograms. Despite STFT (with linearly spaced frequency axis), the human auditory system has a logarithmic-like behavior on the frequency axis. Also, the energy of the sound (music, speech, and audio in general) is concentrated in low frequencies. Based on this observation and considering the human auditory system, we use the following weighting function proposed in Cobos and Lépez system \([11]\):

\[ g(k) = \frac{\log(100)}{\log(100 + k - k_{\text{min}})} \]

This function gives a greater weight to the points with lower frequencies. The weighted histogram is calculated as a summation of the weights of the T-F points that lie in each of the bins.

\[ H^{(i)}(n) = \sum g(k_i), \quad i = 1, 2, \]

where \(g(k_i)\) is the weight of a point \((k_i, m_i)\) whose value is contained in the value range of bin \(n\).

At the third stage, we need a threshold to assign each T-F point to a source using the weighted histogram. For this purpose, we use a thresholding algorithm, proposed by Otsu \([18]\) for selecting a range of values in the histogram that correspond to a source. In the Otsu algorithm, the sources are extracted by maximizing their inter-class variance. Thresholding is used to segment targets from their backgrounds based on the distribution of the pixel intensities in the image. In our separation system, image segmentation and source separation are considered from the same point of view. The thresholds are found to maximize the inter-class variance of the distribution of mixing ratios in the T-F transform domain (see \([11]\) for more details). The threshold values are those in the middle of bins \(n = 1^*\):

\[ Th_i = z_n |_{n = 1^*} \]

Fig. 3. Relationship between ITD and the energy ratio \(R\) when the target is in the middle of the horizontal plane and the interference is on the right side at 30 degrees. (a) Scatter plot of the distribution of \(R\) over ITD for a frequency channel at 1 kHz. (b) Histogram of ITD values.

In the next stage, the T-F binary masks corresponding to each class are defined using the optimal thresholds calculated for \(\tilde{ID}^{(0)}(m,k)\) in the previous stage. \(Th^{(0)}_i\) and \(Th^{(2)}_i\) are referred to as the optimal thresholds for the sources in the left and right ears, respectively. Note that we can search for an arbitrary number of classes in each channel, even if the number of sources is less than the number of classes. In such a case, a reassignment step for clustering several classes to the same source should be carried out. This will be discussed further in the next step. The binary masks for the sources that lead to the left are given by:

\[ B^{(0)}_i(m,k) = \begin{cases} U^{(0)}(m,k) & \text{if } Th^{(0)}_i < |\tilde{ID}^{(0)}(m,k)| \leq Th^{(0)}_i; \\ 0 & \text{elsewhere} \end{cases} \]

where \(i = 1, \ldots, M_1\), \(M_1\) is the number of classes to be estimated in the histogram of the left microphone, \(Th^{(0)}_0 = 0\), and \(Th^{(0)}_1 = 1\). Similarly, for the right ear:

\[ B^{(2)}_i(m,k) = \begin{cases} U^{(2)}(m,k) & \text{if } Th^{(2)}_i < |\tilde{ID}^{(2)}(m,k)| \leq Th^{(2)}_i; \\ 0 & \text{elsewhere} \end{cases} \]

where \(i = 1, \ldots, M_2\), \(M_2\) is the number of classes to be estimated in the histogram of the right microphone, \(Th^{(2)}_0 = 0\) and \(Th^{(2)}_1 = 1\).

As already stated, there is no restriction in the multilevel thresholding process for defining the number of classes \(M_i\) in \(\tilde{ID}^{(i)}\). This means that if the number of sources located at the left (or right) is less than the number of classes defined in the thresholding step, more than one mask may correspond to the same source. Thus, a reassignment process for the grouping of the class masks corresponding to the same source should be carried out. Regardless of the number of classes, when a source is panned to the center, there will always be two masks corresponding to that source: \(B^{(0)}_1\) and \(B^{(2)}_1\).
For constructing a unique mask for each source, the obtained masks form a set as: \( B = \{B_1, B_2, B_3, B_4\} = \{U_1, U_2, U_3, U_4\} \). Then, for comparing the binary masks, a \( Z \times W \) grid is taken for each mask \( B_i \) and the number of non-zero points, \( m_{n,i} \), is computed in each cell. This way, a vector for each mask \( m_i = \{m_1, m_2, \ldots, m_{Z \times W}\} \) is formed for \( i = 1, 2, 3, 4 \) and \( M_1 + M_2 = 1 \). Then, we calculate the mean distance between all the adjacent vectors \( m_i \) and \( m_{i+1} \):

\[
d_{i,i+1} = \frac{1}{Z \times W} \sum_{n=1}^{Z \times W} |m_i(n) - m_{i+1}(n)|
\]

where \( i = 1, 2, 3, 4 \). If \( d_{i,i+1} \) is a local or absolute minimum of the whole distance sequence, then their corresponding masks are added: \( B'_i = B_i \cup B_{i+1} \). After this reassignment step, a set of \( J' \) different masks are available for retrieving the original sources \((J' = M_1 + M_2)\).

Finally, the separated target signal in each channel is estimated by applying the calculated masks to amplitude and phase of noisy signal in T-F domain, \( S_2(k,m) \). Therefore, the estimated signal is reconstructed in time domain as:

\[
s_j = STFT^{-1}(S_1 + S_2), \text{ for } j = 1, 2, \ldots, J' \text{ and } i = 1, 2, 3, 4.
\]

### D. Post-processing

As mentioned before, one of the main advantages of the proposed binaural separation system is the ability to separate the target speech signal from the interference in both voiced and unvoiced portions. Since two microphones record target and interference signals, another advantage of this system is the access to two mixture signals with different SNR’s. This means that if two sources are not located at the same side, then one of the microphones records the interference with more energy whereas the other one has a better recording from target signals. On the contrary, in a monaural system, only one mixed signal is accessible.

The main limitation of the binaural method is that for the signals without W-disjoint orthogonality (i.e., those with major overlapping parts in the STFT domain), the system performance is considerably reduced. This limitation is most pronounced for the noisy mixture of speech signals with large overlaps and more than two sources.

To overcome this limitation, we use a post processing stage using the incoherent monaural speech separation system proposed in [19]. The incoherent speech separation system produces a ratio mask for single channel speech separation in the modulation spectrogram domain. Producing the ratio mask for speech separation needs determining the pitch range of target and interference speech signals. In each subband, the value of this mask depends on the obtained pitchrange of target and interference in that subband. The pitch ranges of target and interference speakers are determined based on the modulation spectrogram of the speech signal and, then, a proper mask is calculated for speech separation.

An important feature for determining the pitch range is finding the distribution of modulation spectrogram energy in the modulation frequency domain. For this purpose, we use an onset and offset detection algorithm [25] for segmentation of modulation spectrogram energy (see Section 3.2.2 in [19] for details). The resulting segments are grouped in order to estimate the pitch range of each speaker. A detailed description of incoherent monaural speech separation system is described in [19].

### III. Experimental Results

To evaluate the performance of the proposed system for binaural speech separation, the signals are taken from the TIMT and Cooke’s databases [26]-[27]. The interference signals are: N0 (1 kHz pure tone); N1 (white noise); N2 (noise bursts); N3 (bubble noise); N4 (rock music); N5 (siren); N6 (trill telephone); N7 (female speech); N8 (male speech); and N9 (female speech) (taken from [27]). As shown in Table I, these interferences are classified into three categories: 1) those with no periodicity; 2) those with quasi-periodicity; and 3) speech utterances.

<table>
<thead>
<tr>
<th>Category</th>
<th>Interference Signals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category 1</td>
<td>white noise, noise bursts</td>
</tr>
<tr>
<td>Category 2</td>
<td>1 kHz pure tone, bubble noise, rock music, siren, trill telephone</td>
</tr>
<tr>
<td>Category 3</td>
<td>female and male speech signals</td>
</tr>
</tbody>
</table>

To evaluate the proposed system, we use Perceptual Evaluation of Speech Quality (PESQ), Weighted Spectral Slope (WSS) distance, and Log Likelihood Ratio (LLR) as objective measures that correlate well with subjective Mean Opinion Score (MOS) evaluations. The input signal is sampled at 16 kHz. The filterbank has 256 subbands with a prototype Hanning filter of 32 ms duration and a frame rate of 8 ms. The proposed binaural system is the extension of Cobos and López system [11] using the TTD and IID features for low and high frequency subbands and the post processing stage. Therefore, the performance of the proposed method is compared with that of the Cobos and López system.

Table II presents the performance of the three speech separation systems for the separated signal in terms of objective measures: PESQ, WSS; and LLR before and after enhancement. The results are averaged for the target signal separated from the mixture of a target speaker with interference signals N0-N9. In this part of evaluation, the number of sources is two (one target, one interference) which are respectively located at directions +30° and -30°.

The first and the second rows of Table II show PESQ, WSS, and LLR of noisy speech signal in the left and right microphones before the separation. The third row indicates performance of the binary masking (“binaural system”). The fourth row presents the
evaluation results of the proposed binaural system with post processing using the incoherent speech separation system ("proposed system"). Finally, the last row shows the performance of the Cobos and López system.

The results show that the use of ITD feature for low frequency subbands and the IID feature for high frequency subbands improves the performance of the proposed binaural separation system compared to the Cobos and López system, which only uses the IID feature for the separation of the target signal.

### Table II

Speech separation results for different methods in terms of objective measures LLR, WSS, and PESQ for each intrusion (N0-N9) for two sources, target at +30° and interference at −30°.

<table>
<thead>
<tr>
<th>Interference signal</th>
<th>N0</th>
<th>N1</th>
<th>N2</th>
<th>N3</th>
<th>N4</th>
<th>N5</th>
<th>N6</th>
<th>N7</th>
<th>N8</th>
<th>N9</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LLR</td>
<td>WSS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left mixture</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PESQ</td>
<td>2.09</td>
<td>0.89</td>
<td>0.45</td>
<td>0.76</td>
<td>1.26</td>
<td>0.31</td>
<td>0.76</td>
<td>1.41</td>
<td>0.96</td>
<td>1.95</td>
</tr>
<tr>
<td>WSS</td>
<td>87.79</td>
<td>67.12</td>
<td>58.22</td>
<td>46.45</td>
<td>58.79</td>
<td>115.4</td>
<td>95.66</td>
<td>107.6</td>
<td>54.53</td>
<td>107.6</td>
</tr>
<tr>
<td>LLR</td>
<td>0.58</td>
<td>0.57</td>
<td>0.54</td>
<td>1.14</td>
<td>2.47</td>
<td>1.11</td>
<td>2.15</td>
<td>1.89</td>
<td>1.93</td>
<td>1.03</td>
</tr>
<tr>
<td>Right mixture</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PESQ</td>
<td>2.37</td>
<td>1.66</td>
<td>1.46</td>
<td>1.97</td>
<td>1.58</td>
<td>1.58</td>
<td>2.28</td>
<td>2.89</td>
<td>1.79</td>
<td>2.61</td>
</tr>
<tr>
<td>WSS</td>
<td>40.04</td>
<td>25.67</td>
<td>5.19</td>
<td>55.29</td>
<td>38.74</td>
<td>59.93</td>
<td>43.13</td>
<td>42.62</td>
<td>23.61</td>
<td>17.33</td>
</tr>
<tr>
<td>LLR</td>
<td>0.14</td>
<td>2.75</td>
<td>0.80</td>
<td>0.49</td>
<td>1.97</td>
<td>0.32</td>
<td>0.75</td>
<td>0.57</td>
<td>0.59</td>
<td>0.25</td>
</tr>
<tr>
<td>Binaural system</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PESQ</td>
<td>3.75</td>
<td>3.01</td>
<td>2.43</td>
<td>3.14</td>
<td>3.29</td>
<td>3.49</td>
<td>3.87</td>
<td>3.11</td>
<td>2.67</td>
<td>3.20</td>
</tr>
<tr>
<td>WSS</td>
<td>2.98</td>
<td>29.35</td>
<td>5.47</td>
<td>27.36</td>
<td>23.38</td>
<td>8.55</td>
<td>16.41</td>
<td>14.38</td>
<td>13.28</td>
<td>9.94</td>
</tr>
<tr>
<td>LLR</td>
<td>0.84</td>
<td>1.05</td>
<td>0.11</td>
<td>0.19</td>
<td>0.25</td>
<td>0.28</td>
<td>0.12</td>
<td>0.13</td>
<td>0.31</td>
<td>0.12</td>
</tr>
<tr>
<td>Proposed system</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PESQ</td>
<td>4.13</td>
<td>3.70</td>
<td>4.03</td>
<td>3.60</td>
<td>3.70</td>
<td>3.66</td>
<td>4.23</td>
<td>3.66</td>
<td>3.29</td>
<td>3.71</td>
</tr>
<tr>
<td>WSS</td>
<td>1.14</td>
<td>13.14</td>
<td>3.14</td>
<td>18.40</td>
<td>12.15</td>
<td>0.37</td>
<td>6.12</td>
<td>7.56</td>
<td>5.91</td>
<td>6.44</td>
</tr>
<tr>
<td>LLR</td>
<td>0.95</td>
<td>0.37</td>
<td>0.08</td>
<td>0.66</td>
<td>0.09</td>
<td>0.19</td>
<td>0.09</td>
<td>0.86</td>
<td>0.23</td>
<td>0.99</td>
</tr>
<tr>
<td>Cobos and López</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PESQ</td>
<td>3.64</td>
<td>2.89</td>
<td>2.95</td>
<td>2.64</td>
<td>2.79</td>
<td>3.31</td>
<td>3.64</td>
<td>2.77</td>
<td>2.15</td>
<td>3.15</td>
</tr>
<tr>
<td>WSS</td>
<td>3.39</td>
<td>13.13</td>
<td>7.02</td>
<td>38.56</td>
<td>34.05</td>
<td>20.48</td>
<td>17.13</td>
<td>20.97</td>
<td>19.54</td>
<td>15.45</td>
</tr>
<tr>
<td>LLR</td>
<td>0.84</td>
<td>1.37</td>
<td>0.15</td>
<td>0.55</td>
<td>0.41</td>
<td>0.40</td>
<td>0.18</td>
<td>0.26</td>
<td>0.44</td>
<td>0.24</td>
</tr>
</tbody>
</table>

The results also show that the use of monaural incoherent speech separation system (as the post processing stage) improves performance of the proposed system compared to the binaural and Cobos and López systems. In fact, the binaural separation system cannot separate those parts of target and interference signals that overlap in the T-F domain.

The results also show that the use of monaural incoherent speech separation system (as the post processing stage) improves performance of the proposed system compared to the binaural and Cobos and López systems. In fact, the binaural separation system cannot separate those parts of target and interference signals that overlap in the T-F domain.

In the next experiment, we evaluate the performance of the system in terms of the distance between target and interference sources of (or the resolution of the separation system). To this end, the target and interference sources are placed in the fixed and symmetric locations with respect to the reference axis (at 0°) angle. The target signal is an utterance from a male speaker which is placed at the distance of 1.4 meters (according to KEMAR measurements [13]) in directions +40°, +30°, +20°, +10°, +5°, +4°, +3°, +2° and +1°. The interference signals are selected from each category listed in Table I. The interference source is assumed to be placed in directions −40°, −30°, −20°, −10°, −5°, −4°, −3°, −2° and −1°. Therefore, the resolution of the proposed system is evaluated at the angular differences of 80°, 60°, 40°, 20°, 10°, 8°, 6°, 4° and 2° for the target and interference sources.

Figures 4, 5, and 6 show the performance of the binaural and proposed speech separation systems in terms of PESQ, for different angular distances. For this evaluation, we have selected sample interference from each category listed in Table I. The selected interference signals are white noise, cocktail party, and male speaker, respectively.

According to the results shown in Figures 4 and 5, we can conclude that the performance of the binaural and proposed systems degrade for angular distance differences smaller than 6° and 10°, respectively. In addition, by comparing the results of Figures 4 and 5, it is seen that the proposed system is able to improve the performance of the binaural system for the cocktail party noise.

Figure 6 shows that in the case of male speaker interference, for angular distance differences smaller than 10° the performance of the binaural separation system is poor and PESQ values before and after applying the binaural separation system are almost the same. However, the proposed system has improved the quality of the separated speech signal even when the local distance difference is small.

As mentioned before, the performance of the binaural separation system is degraded when the number of sources is more than two. As the number of sources increases, the overlaps of the T-F units in the spectrum of noisy signals (in the left and right microphones) increase. Consequently, the performance of this system in separating the target signal from the interference drastically degrades.

In the next experiment, we evaluate the performance of the separation systems in the case of three sources (one target and two interferences) which are respectively located at the fixed directions 0°, +30° and −30°. Table III presents the performance of the three speech separation systems in terms of objective measures: PESQ; WSS; and LLR before and after enhancement. The results are averaged for the target signal separated from mixtures of a target speaker with interference signals NO-N9. The interference located at the directions +30° and −30° are from the same type.
The results of applying the proposed binaural speech separation system show acceptable performance in all except for the N2 and N3 interferences. The results listed in Tables II and III show that increasing the number of interference sources degrades the performance of the binaural system.

Fig. 6. Speech separation results in terms of PESQ versus angular distance differences for a mixture of the male target speaker and male speaker.

Fig. 4. Speech separation results in terms of PESQ versus angular distance differences for a mixture of the male target speaker and white noise.

Fig. 5. Speech separation results in terms of PESQ versus angular distance differences for a mixture of the male target speaker and cocktail party.

| TABLE III |
|-----------------|---|---|---|---|---|---|---|---|---|---|
|                  | N0 | N1 | N2 | N3 | N4 | N5 | N6 | N7 | N8 | N9 |
| Interference signal | PESQ | 1.85 | 1.32 | 0.53 | 0.74 | 1.27 | 0.69 | 1.28 | 1.10 | 0.97 | 1.34 |
|                  | WSS | 78.61 | 48.60 | 9.36 | 81.58 | 76.16 | 92.52 | 78.59 | 90.00 | 45.33 | 78.92 |
|                  | LLR | 1.15 | 4.48 | 0.49 | 1.16 | 1.12 | 2.23 | 1.95 | 1.32 | 1.45 | 0.76 |
| Binaural system  | PESQ | 1.98 | 2.12 | 0.12 | 1.29 | 2.71 | 2.34 | 2.04 | 2.32 | 1.61 | 2.37 |
|                  | WSS | 61.40 | 62.13 | 71.84 | 84.98 | 81.69 | 76.47 | 57.36 | 48.33 | 41.03 | 46.95 |
|                  | LLR | 1.85 | 0.68 | 1.83 | 0.76 | 0.86 | 0.61 | 0.85 | 0.49 | 0.72 | 0.83 |
| Proposed system  | PESQ | 2.31 | 2.31 | 0.53 | 1.86 | 3.52 | 3.38 | 2.95 | 2.46 | 2.96 |
|                  | WSS | 42.88 | 26.16 | 63.97 | 65.95 | 16.75 | 13.08 | 18.56 | 25.52 | 30.70 | 24.95 |
|                  | LLR | 0.11 | 0.87 | 0.99 | 0.94 | 0.21 | 0.96 | 0.19 | 0.21 | 0.49 | 0.58 |
| Coles and López system | PESQ | 1.25 | 1.62 | -0.31 | 0.89 | 2.10 | 1.90 | 2.00 | 2.87 | 0.82 | 2.13 |
|                  | WSS | 101.6 | 63.25 | 78.90 | 94.88 | 52.12 | 37.05 | 51.06 | 61.44 | 68.98 | 63.34 |
|                  | LLR | 3.52 | 1.97 | 3.50 | 1.20 | 1.10 | 1.05 | 0.71 | 0.49 | 1.05 | 0.66 |

According to the third row of Table III (the results of the proposed system in the case of one target and two interference sources), it is possible to conclude that the monaural separation system (the post processing stage) improves the performance of the binaural system. However, comparing these results with those in Table II reveals that this improvement is not significant for some interference signals.

IV. DISCUSSIONS AND CONCLUSIONS

The perceptual ability to detect, discriminate, and recognize one utterance in a background of acoustic interferences has been studied extensively under both monaural and binaural conditions. Our model is motivated by physiological and psychoacoustical results concerning the extraction of spatial features.
In this paper, we have proposed a binaural speech separation system based on T-F binary and ratio masks. The binaural speech separation system uses a DUET-like method that accurately estimates the T-F binary mask. The target speech signal is separated from interfering sounds using spatial localization cues IID and ITD. These cues estimate the binary mask for T-F points with low and high frequencies, respectively.

A major limitation of the binaural systems is the estimation of the binary mask for the T-F units of the sources that overlap in this domain. The overlap decreases the performance of the binaural system considerably. Therefore, we proposed a post-processing stage to improve the performance of the proposed system in such cases. In this stage, a ratio mask is estimated using the monaural incoherent speech separation system. This ratio mask is applied on the signal estimated by the binaural system for separating the target signal from the residual interference signal. The ratio mask is constructed based on the pitch ranges of the target and interference signals in the monaural speech separation system. Using the onset and offset algorithm, the pitch ranges are estimated based on the distribution of the speaker energy in the modulation spectrogram domain.

The proposed system is able to separate both voiced and unvoiced parts of the target signal from the interference signal. Our extensive evaluations show that the perceived speech quality at the output of the proposed system is superior to those of the binaural and Cobos and Lópezes separation systems.
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