Connection Optimization of a Neural Emotion Classifier Using Hybrid Gravitational Search Algorithms
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Abstract— Artificial neural network is an efficient model in pattern recognition applications, but its performance is heavily dependent on using suitable structure and connection weights. This paper presents a hybrid heuristic method for obtaining the optimal weight set and architecture of a feedforward neural emotion classifier based on Gravitational Search Algorithm (GSA) and its binary version (BGSA), respectively. By considering various features of speech signal and concatenating them to a principal feature vector, which includes frame-based Mel frequency cepstral coefficients and energy, a rich medium-size feature set is constructed. The performance of the proposed hybrid GSA-BGSA-neural model is compared with the hybrid of Particle Swarm Optimization (PSO) algorithm and its binary version (BPSO) used for such optimizations. In addition, other models such as GSA-neural hybrid and PSO-neural hybrid are also included in the performance comparisons. Experimental results show that the GSA-optimized models can obtain better results using a lighter network structure.
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I. INTRODUCTION

Automatic human emotions recognition has attracted research efforts in the field of man-machine communication in recent years [1-5]. This task can be performed using speech or (and) image signals. It is noted that there are two important information sources in the speech signal: a) an explicit source which contains the linguistic content, b) an implicit source which carries the paralinguistic information about the speaker. In the last four decades, several methods have been proposed for developing Automatic Speech Recognition (ASR) systems to extract linguistic information. Although decoding the paralinguistic information such as emotion needs more research efforts. The emotion recognizer has become an effective tool in human-computer interfacing applications such as computer tutorial [6], call-center [7], lie detecting [8], consumer
relationships and in-car boards [9], developing learning environments [10, 11].

In recent years, the research efforts on emotion recognition from speech have been focused on extracting reliable informative features [12-15], selecting appropriate feature set [16], and combining powerful classifiers to improve the performance of emotion detection systems in real-life applications [17, 18].

Several features have been extracted and experienced for emotion recognition from speech such as:

- Pitch frequency (F₀), Log Energy (LE), formant frequencies, and Mel-Frequency Cepstral Coefficients (MFCCs) [19, 20],
- F₀, LE, formant frequencies, MFCCs, vocal tract cross-section areas (Aᵢ), and speech rate [21, 22],
- Linear Prediction Coefficients (LPCs) and MFCCs [23],
- F₀, LE, MFCCs, and LPCs [24],
- Zero Crossing Rate (ZCR), LE, F₀, and Harmonics-to-Noise Ratio (HNR) [25],
- Harmony features which are based on the psychoacoustic harmony perception known from music theory [26],
- Statistics of MFCCs computed over three phoneme types (stressed vowels, unstressed vowels, and consonants) [27],
- Jitter, shimmer, LPCs, Linear Prediction Cepstral Coefficients (LPCCs), MFCCs, derivative of MFCCs (dMFCCs), second derivative of MFCCs (ddMFCCs), Log Frequency Power Coefficients (LFPCs), and Perceptual Linear Prediction Coefficients (PLPCs) [28],
- Modulation Spectral Features (MSFs) using an auditory filter-bank and a modulation filter-bank for speech analysis [29].

Similarly, different classification methods have been employed in this field such as K-Nearest Neighbor (KNN) [23, 30, 31], decision trees [32-34], Bayesian networks [34], Optimum Path Forest (OPF) [35], Hidden Markov Models (HMMs) [36], Gaussian Mixture Models (GMMs) [37], Support Vector Machines (SVMs) [38], Artificial Neural Networks (ANNs) [39-41], and hybrid approaches [42].

This paper presents a hybrid heuristic method to find the best weight set and architecture of a feedforward neural emotion classifier based on Gravitational Search Algorithm (GSA) and its binary version (BGSA), respectively. This hybrid model is called GSA-BGSA in this paper. By considering various supplementary features, based on the first three formants (F₁, F₂, and F₃) and F₀, and concatenating them to a principal feature vector, which includes MFCCs (shown by cᵢ, i=1,2,...,12), LE, and their derivative (dcᵢ, dLE) and second derivative (ddcᵢ, ddLE), a rich medium-size feature vector was constructed in this study. So, a total of 55 features were extracted over Farsi sentences. Four classes of emotion were considered in this study: neutral, happiness, anger, and surprise.

The rest of paper is organized as follows: the background and related work on optimizing ANNs are reviewed in Section 2. Section 3 explains the detailed structure of the ANN model used in this study. The details of hybrid GSA-BGSA algorithm are presented in Section 4. The emotional speech dataset is introduced in Section 5. The experimental results are reported in Section 6 in which the performance of proposed method is compared with the hybrid of Particle Swarm Optimization (PSO) and its binary version (BPSO) used for such optimizations. In addition, other models such as GSA-neural hybrid, PSO-neural hybrid, and standard Error Back-Propagation (EBP) are also included in the performance comparisons. The paper is concluded in Section 7.

II. RELATED WORK ON OPTIMIZING ANNS

It is noted that ANN is a nature-based computing technique that has been developed as a parallel-distributed network model based on the biological learning process of human brain. The mostly used training algorithm for ANNs is the EBP algorithm, which is a gradient-based method. However, some inherent problems exist in the EBP algorithm. One of these problems is trapping in local minima, especially for nonlinearly separable pattern classification problems or complex function approximation problems [43]. In addition, the training performance is sensitive to the choice of algorithm’s parameters and initial values of weights. In other words, selecting the appropriate network architecture and weight parameters strongly affect the convergent behavior of the EBP algorithm [44].

Several approaches have been proposed with the aim of introducing systematic and automatic ways for tuning the network structure and the training parameters of ANNs. These approaches can be categorized as follow:

- Statistical or empirical methods that have been used to study the role of an ANN’s internal parameters and choosing appropriate values for it based on the model’s performance [45-47]. For example, Salchenberger et al. [48] suggested the number of hidden node as follows:

\[ n_{\text{hidden-layer}} = 0.75 \times n_{\text{input}} \]  \hspace{1cm} (1)

and Subramanian et al. [49] recommended the number of nodes in a single hidden layer ANN as follows:

\[ n_{\text{hidden-layer}} = n_{\text{input}} + n_{\text{output}} + 1 \]  \hspace{1cm} (2)

- Constructive and/or pruning algorithms that trace the network performance by adding/removing neurons from an initial architecture using a previously specified criterion [50, 51]. The Dynamic Code Creation (DNC) and Cascade Correlation (CC) [52, 53] algorithms are the most well-known methods in this category.

- Computational intelligence algorithms such as Genetic Algorithm (GA) [54-56], fuzzy logic [57], Bayesian training using genetic programming [58], simulated annealing [59], immune algorithm [60], the
PSO algorithm and its variants [61-68], Tabu search [69], fish swarm algorithm [70], harmony search algorithms [71], and the GSA [72-75]. For example, the GA searches in a multi-dimensional space based on its global searching capability. The GA varies the number of hidden layers and hidden neurons through application of genetic operators and evaluation of the different architectures according to a fitness function [76-78].

The GSA is a heuristic algorithm that was introduced by Rashedi et al. [79] and is based on the gravitational law and laws of motion. The GSA has a flexible and well-balanced mechanism to enhance exploration and exploitation abilities. A hybrid GSA-BGSA algorithm is used in this paper to optimize the network structure (i.e., the number of hidden layer nodes in a feedforward neural network with single hidden layer using the BGSA and connection weights of this network using the GSA). The initial number of hidden nodes of the mentioned network was considered as 75% of the input features number and it varied by iterations to achieve the Minimum Mean Square Error (MMSE).

III. ANN MODEL EQUIPPED WITH SWITCHES IN HIDDEN LAYER

A multi-layer feedforward neural network has been used in this study. This network is characterized by the number of input nodes, number of hidden layers, number of hidden nodes, transfer function of neurons, and number of output nodes. The number of input and output nodes is equal to the number of input features and number of classes in a pattern recognition problem, respectively. Number of hidden layers is problem dependent. Chester [80] indicated that the appropriate number of hidden layers in most of the problems is one or two. The EBP, as a well known training algorithm of this neural model, is slowing convergent and its speed depends on initial value of the connection weights and the initial learning rate. So, the BGSA is used in this study to determine the optimum number of nodes in the single hidden layer of this model and the GSA is used to obtain the optimum value of weights.

Finding optimal number of hidden layer nodes is a critical task, because if a network is smaller than needed, it may be unable to provide good performance owing to its limited information processing power, and a network larger than needed has redundancy and also loses its generalization.

The structure of the three-layer feedforward ANN that will be optimized in this study is shown in Figure 1. As seen, \( X = [x_1, ..., x_n] \) is the input feature vector to this model. The output vector of this model is shown as \( Y = [y_1, ..., y_m] \). So, “ni” denotes the number of inputs, “nh” denotes the number of hidden nodes, and “no” denotes the number of outputs.

\( v_{ij} \) denotes the weight link between the \( i \)th input node and the \( j \)th hidden node. \( w_{jk} \) denotes the weight link between the \( j \)th hidden node and the \( k \)th output node. “\( S_i \)” is the switch value of the \( i \)th hidden node \((i=1,...,nh)\) that is equal to 0 or 1. This switching function is shown by small boxes in Figure 1.

In other words, the links between a hidden node and the input/output nodes will be established, if the switch value of that hidden node is 1. So, a zero value for this switch indicates that corresponding hidden node and its links to the input and output nodes are removed. The output of this model can be determined as follows:

\[
y_{k}(t) = \sum_{j=1}^{nh} w_{jk} S_j \text{Sigmoid} \left( \sum_{i=1}^{n} v_{ij} x_i(t) \right)
\]

In the proposed algorithm, we use the GSA for weight updating procedure and the BGSA for obtaining the optimum structure of the neural classifier:

\[
y_{k}^{GSA-BGSA}(t) = g(x(t))
\]

where \( Y^{GSA-BGSA}(t) = [y_1^{GSA-BGSA}(t), ..., y_m^{GSA-BGSA}(t)] \) and \( X(t) = [x_1(t), ..., x_n(t)] \) indicate the output and input of the unknown nonlinear function \( g \), respectively. The GSA-BGSA algorithm is used to minimize the Mean Square Error (MSE) that is considered as the fitness function and defined as follows:

\[
MSE(x,y) = \frac{1}{no} \sum_{i=1}^{no} (y_i - y_{arg i})^2
\]

IV. GSA-BGSA HYBRID FOR OPTIMIZING ANN

A. Review of GSA

Rashedi et al. [79] introduced an optimization algorithm based on the law of gravity and mass interactions. In the GSA, a set of agents called masses were introduced to find the optimum solution by simulation of Newtonian laws of gravity and motion. The performance of objects were measured by their masses, and all these objects attracted each other by the gravity force, while this force caused a global movement of all objects towards the objects with heavier masses.

Based on [79], the mass of each agent is calculated after computing the current population fitness, as follows:

\[
M_i(t) = \frac{q_i(t)}{\sum_{j=1}^{N} q_j(t)}; \quad q_i(t) = \frac{fit_i(t) - worst(t)}{best(t) - worst(t)}
\]

where \( N, M_i(t) \) and \( fit_i(t) \) represent the population size, the mass, and the fitness value of agent \( i \) at \( t \), respectively. The \( worst(t) \) and \( best(t) \) are defined for a minimization problem as follows:

\[
best(t) = \min_{j=1,...,N} fit_j(t)
\]

\[
worst(t) = \max_{j=1,...,N} fit_j(t)
\]

The acceleration of an agent is computed using (9) in which \( a^d_i \) presents the acceleration of agent \( i \) in dimension \( d \).
Fig. 1. Structure of a multi-layer feedforward neural network with switched links

\[
a_i^d(t) = \sum_{j \in \text{neigh}_i} \text{rand}_j(t) \frac{M_j(t)}{R_j(t)} e^{(x_i^d(t) - x_j^d(t))}, \quad d = 1, 2, \ldots, n, \quad i = 1, 2, \ldots, N
\]

\[
rand \text{ is a uniform random in the interval } [0, 1], \quad e \text{ is a small value, } n \text{ is the dimension of the search space, and } R_j(t) \text{ is the Euclidean distance between two agents, } i \text{ and } j. \quad k\text{best} \text{ is the set of first } K \text{ agents with the best fitness value and biggest mass, which is a function of time, initialized to } K_0 \text{ at the beginning and decreased with time. Here } K_0 \text{ is set to } N \text{ and is decreased linearly to } 1. \quad G(t) \text{ is a decreasing function of time, which is set to } G_0 \text{ at the beginning and decreases exponentially towards zero with lapse of time. The exponential reduction is given in (10).}
\]

\[
G(t) = G_0 \exp\left(-\frac{gt}{t_{\text{max}}} \right)
\]

where \( t_{\text{max}} \) is the total number of iterations. It is noted that \( X_i = (x_i^1, x_i^2, \ldots, x_i^n) \) indicates the position of agent \( i \) in the search space, which is a candidate solution.

The next velocity of an agent is calculated using (11) where \( v_i^d \) presents the velocity of agent \( i \) in dimension \( d \):

\[
v_i^d(t+1) = \text{rand}_i \times v_i^d(t) + a_i^d(t)
\]

Then, the position of agent \( i \) in dimension \( d \) is calculated as follows:

\[
x_i^d(t+1) = x_i^d(t) + v_i^d(t+1)
\]

The steps of the GSA algorithm are as follows:

**Step 1:** Initialization of \( X_i(t); i = 1, 2, \ldots, N; \)

**Step 2:** Fitness evaluation of agents;

**Step 3:** Update of \( G(t), \text{best}(t), \text{worst}(t), \text{ and } M_i(t); i = 1, 2, \ldots, N; \)

**Step 4:** Calculation of acceleration and velocity;

**Step 5:** Update of agents’ position to obtain \( X_i(t+1); i = 1, 2, \ldots, N; \)

**Step 6:** Repeat steps 2 to 5 until the stop criteria is reached.

The BGSA was introduced in [81] to extend the GSA algorithm to tackle binary problems effectively. In the BGSA, the position of agents has two values; 0 or 1, and the velocity of an agent represents the probability that a bit (position) takes on 0 or 1. The velocity updating formula remains unchanged, and the position updating formula is redefined as (13):

\[
x_i^d(t+1) = \begin{cases} 
1 - x_i^d(t); & \text{rand}_i \times \text{tanh}(v_i^d(t+1)) < \text{tanh}(v_i^d(t)) \\ x_i^d(t); & \text{otherwise}
\end{cases}
\]

In the proposed GSA-BGSA algorithm, the agents of GSA and BGSA work together and evaluated simultaneously. Each agent is divided to two sub-agents which have been subjected to two independent and consecutive processes. The first one is a regular GSA, i.e. the traditional velocity and position update of neural network weights. The second one is a BGSA, which allows the agent to determine the number of nodes in single hidden layer of a feedforward neural network.

**B. GSA-BGSA as a Tuning Algorithm**

In the GSA section of this hybrid algorithm, each agent was encoded as a vector of floating numbers, including all the connected weights of a multi-layer perceptron (MLP) shown in Figure 1. So, the agent in the traditional GSA was encoded as follows:

**Agent** \( _j = [v_{i,1}, \ldots, v_{i,m}, b_{i1}^j, \ldots, b_{in}^j]; j = 1, \ldots, N \)

\[
w_{i,1}, \ldots, w_{i,n}, b_{i1}^j, \ldots, b_{in}^j; j = 1, \ldots, N
\]
So, the dimension of agent was equal to \((ni + 1) \times nh\) + \((nh + 1) \times no\) and \(N\) is the number of agents. The BGSA was used to update the neural network structure that was considered as switch link and was encoded by:

\[
Binary - Agent_j = \{\delta_1, \delta_2, ..., \delta_n\}; j = 1, ..., N
\]

The search process of the GSA-BGSA hybrid algorithm for updating the network structure and connection weights is shown in Figure 2. The binary and real GSA algorithms were implemented independently to search the space for finding the best solution. The GSA and the BGSA shared their information by fitness function and mass calculation. The iteration process will repeat for a fixed number of iterations or will end when the search process converges to a pre-defined MSE. The agents’ vector in the GSA and corresponding BGSA agents’ vector resulting in minimum MSE were used to determine the optimized neural network model.

V. EMOTIONAL SPEECH DATASET

The proper preparation of an emotional speech database requires recording of emotional manifestations. However, real-life emotion data is hard to collect [36, 82]. The text of sentences of FARSIDAT speech corpus [83] was used in forming emotional dataset. The FARSIDAT is a continuous Farsi neutral speech corpus including 6000 utterances from 300 speakers with various accents. Using 30 non-professional speakers, the emotional speech corpus was recorded in this study. The non-professional speakers were graduate students and speech samples were recorded in a quiet room. The speakers were also directed to keep the degree of expressiveness of each emotion almost constant. For this purpose, each speaker uttered 252 sentences in four emotional states: neutral, happiness, anger, and surprise.

The speakers were amateur and uttered each sentence several times from the template corpus. The emotional sentences with better quality were selected from the recorded sentences (4964 utterances).

The basic features used for emotion classification were 12 MFCCs, LE, the first three formant frequencies, and \(F_0\). Each principal feature vector contained 39 components which were 12 MFCCs (\(c_1\) to \(c_{12}\)), LE, and their derivative (\(d c_1\) to \(d c_{12}\) and \(d LE\)) and their second derivative (\(d d c_1\) to \(d d c_{12}\) and \(d d LE\)) coefficients of the 13 mentioned features. Also, using three formant frequencies and pitch frequency, 16 supplementary features were calculated. These features contained pitch and formant frequencies (\(F_0, F_1, F_2, F_3\)), derivative and logarithm of them (\(d F_0, d F_1, d F_2, d F_3, LF_0, LF_1, LF_2, LF_3\)), and their normalized (zero-mean) values (\(z F_0, z F_1, z F_2, z F_3\)) at each frame. To compute \(z F_i\) (\(i = 0,1,2,3\)), the mean value of \(F_i\) in each sentence is subtracted from the original value at each 25-ms frame.

The training dataset contained 3475 utterances corresponding to 70% of the corpus and the test dataset included 1489 utterances corresponding to 30% of the corpus.

VI. SIMULATION AND EXPERIMENTAL RESULTS

In this study, the neural emotion classifier was implemented using five methods: the standard EBP algorithm, the PSO algorithm, the GSA, the PSO-
Table 1. Emotion recognition rates of proposed neural classifier with 39-component input feature vector using different optimization methods (averaged over 10 runs)

<table>
<thead>
<tr>
<th>Method</th>
<th>ANN training algorithm</th>
<th>ANN-structure optimization algorithm</th>
<th>Minimum recognition rate (%)</th>
<th>Maximum recognition rate (%)</th>
<th>Average recognition rate (%)</th>
<th>Number of hidden nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>EBP</td>
<td>EBP</td>
<td>-</td>
<td>77.16</td>
<td>79.11</td>
<td>77.99</td>
<td>30</td>
</tr>
<tr>
<td>PSO</td>
<td>PSO</td>
<td>-</td>
<td>71.70</td>
<td>75.82</td>
<td>72.83</td>
<td>30</td>
</tr>
<tr>
<td>PSO-BPSO</td>
<td>PSO</td>
<td>BPSO</td>
<td>68.14</td>
<td>72.78</td>
<td>70.42</td>
<td>17</td>
</tr>
<tr>
<td>GSA</td>
<td>GSA</td>
<td>-</td>
<td>79.91</td>
<td>82.20</td>
<td>81.08</td>
<td>30</td>
</tr>
<tr>
<td>GSA-BGSA</td>
<td>GSA</td>
<td>BGSA</td>
<td>77.43</td>
<td>82.53</td>
<td>78.84</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 2. Emotion recognition rate of proposed neural classifier with 55-component input feature vector using different optimization methods (averaged over 10 runs)

<table>
<thead>
<tr>
<th>Method</th>
<th>ANN training algorithm</th>
<th>ANN-structure optimization algorithm</th>
<th>Minimum recognition rate (%)</th>
<th>Maximum recognition rate (%)</th>
<th>Average recognition rate (%)</th>
<th>Number of hidden nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>EBP</td>
<td>EBP</td>
<td>-</td>
<td>79.71</td>
<td>84.08</td>
<td>81.79</td>
<td>42</td>
</tr>
<tr>
<td>PSO</td>
<td>PSO</td>
<td>-</td>
<td>73.27</td>
<td>77.70</td>
<td>75.30</td>
<td>42</td>
</tr>
<tr>
<td>PSO-BPSO</td>
<td>PSO</td>
<td>BPSO</td>
<td>68.17</td>
<td>73.35</td>
<td>72.29</td>
<td>31</td>
</tr>
<tr>
<td>GSA</td>
<td>GSA</td>
<td>-</td>
<td>82.47</td>
<td>86.43</td>
<td>84.63</td>
<td>42</td>
</tr>
<tr>
<td>GSA-BGSA</td>
<td>GSA</td>
<td>BGSA</td>
<td>80.59</td>
<td>85.49</td>
<td>82.60</td>
<td>27</td>
</tr>
</tbody>
</table>

BPSO hybrid algorithm, and the proposed GSA-BGSA hybrid algorithm. The structure of ANN was considered with fixed number of hidden layer nodes when using the EBP, the GSA and the PSO algorithms. This number was equal to about 75% of the input vector dimension [48]. Two feature sets were used in our simulations: a) 39-component feature vector (including c₁-c₁₂, d₁-d₁₂, d₁-dₐ₁₂, LE, dLE, and ddLE), b) 55-component feature vector (including 39 mentioned components and 16 supplementary features introduced in Section 5). So, the number of hidden layer nodes for the first and second feature sets, was set to 30 and 42, respectively. However, in the GSA-BGSA and the PSO-BPSO algorithms, the initial number of hidden nodes was set same as the other methods and was changed with time to optimize the structure of neural network. Because of stochastic search in heuristic algorithms, 10 runs of each algorithm were performed. Initial value of weights was generated at random in the range of [-1, 1]. Other parameter settings of five mentioned methods were performed as follows:

- The EBP algorithm: learning rate was set to 0.001.
- The PSO and the PSO-BPSO algorithms: population size was set to 30 (N = 30). The acceleration constants were set to 2, and the inertia factor was decreasing linearly from 0.9 to 0.2 [84, 85].
- The GSA and the GSA-BGSA hybrid algorithm: population size was set to 30 (N = 30). G(t) was decreasing linearly from 0.1 to 0.01.

The maximum number of iterations was set to 10000 in all methods. The recognition rate of the proposed neural classifier when employing the first feature set and using each of five methods is reported in Table 1. As seen in this table, the GSA-BGSA hybrid algorithm offers the best maximum recognition rate as compared to other four algorithms. It is important that this performance is achieved using smaller number of hidden nodes. However, the GSA algorithm offers the best minimum and average recognition rates as compared to other four algorithms but by using more hidden nodes as compared to the hybrid algorithms. Figure 3 shows the result of fitness evaluation or MSE for each of five methods in 10 runs. Results indicate that the GSA-BGSA can achieve the least MSE (in the 4th run), however; the GSA-optimized ANN performs the best averaged over 10 runs.

The recognition rate of the proposed neural classifier when employing the second feature set and using each of five methods is reported in Table 2. As seen in this table, the GSA performs better than the other methods and the GSA-BGSA hybrid method is positioned in the second rank. Figure 4 shows the MSE for each of five methods in 10 runs when using the second feature set containing 55-component feature vectors. As seen, a near competence exists between the GSA and the GSA-BGSA algorithms; however, the performance of GSA-BGSA hybrid algorithm is achieved using smaller number of hidden nodes (27 nodes in the GSA-BGSA method as compared to 42 nodes in the GSA method). The PSO and PSO-BPSO methods trapped in local minima and faced with the main lack of PSO algorithm that is called premature convergence.

By comparing the results in Tables 1 and 2, it is seen that the recognition rates are improved when using supplementary features based on pitch and formant frequencies as compared to the system with 39 input features. The performance of the proposed system is compared with some other emotion recognition systems (Table 3).
Fig. 3. MSE of the five methods for emotion recognition using 39 input features in 10 runs

Fig. 4. MSE of the five methods for emotion recognition using 55 input features in 10 runs
Table 3. Performance comparison of proposed emotion recognition system and some similar researches

<table>
<thead>
<tr>
<th>Emotional states</th>
<th>Input features</th>
<th>Type of classifier(s)</th>
<th>Recognition rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happiness, anger, sadness, neutral [86]</td>
<td>$F_0$, d$F_0$, formants, MFCCs</td>
<td>SVM, ANN</td>
<td>71, 42</td>
</tr>
<tr>
<td>Happiness, anger, tiredness, sadness, neutral [87]</td>
<td>$F_0$, LE, formants, MFCCs and their first and second derivatives</td>
<td>Gaussian SVM</td>
<td>41</td>
</tr>
<tr>
<td>Happiness, anger, anxiety, fear, tiredness, disgust, neutral [88]</td>
<td>MFCCs, E, dc, dE, ddc, ddc</td>
<td>GMVAR*, ANN, HMM</td>
<td>76, 55, 71</td>
</tr>
<tr>
<td>Happiness, anger, neutral [16]</td>
<td>55 features introduced in this study</td>
<td>GMM (32 mixtures)</td>
<td>65.9</td>
</tr>
<tr>
<td>Happiness, anger, neutral [16]</td>
<td>55 features introduced in this study</td>
<td>C5.0</td>
<td>56.3</td>
</tr>
<tr>
<td>Happiness, anger, neutral [16]</td>
<td>55 features introduced in this study</td>
<td>MLP</td>
<td>68.3</td>
</tr>
<tr>
<td>Happiness, anger, tiredness, sadness, disgust, fear, neutral [89]</td>
<td>39 features introduced in this study</td>
<td>HMM</td>
<td>81</td>
</tr>
<tr>
<td>Happiness, anger, sadness, neutral [24]</td>
<td>$F_0$, sub-band energies, MFCCs, LPCs</td>
<td>Multi-class SVM</td>
<td>80</td>
</tr>
<tr>
<td>Happiness, anger, surprise, neutral (proposed model)</td>
<td>55 features introduced in this study</td>
<td>MLP trained by GSA</td>
<td>84.6</td>
</tr>
<tr>
<td>Happiness, anger, surprise, neutral (proposed model)</td>
<td>39 features introduced in this study</td>
<td>MLP trained by GSA</td>
<td>81.1</td>
</tr>
<tr>
<td>Happiness, anger, surprise, neutral (proposed model)</td>
<td>55 features introduced in this study</td>
<td>BGSA-optimized MLP trained by GSA</td>
<td>82.6</td>
</tr>
<tr>
<td>Happiness, anger, surprise, neutral (proposed model)</td>
<td>39 features introduced in this study</td>
<td>BGSA-optimized MLP trained by GSA</td>
<td>78.8</td>
</tr>
</tbody>
</table>

* Gaussian Mixture Vector Autoregressive Model

Table 4. Number of connection weights in different GSA-BGSA models simulated in this study

<table>
<thead>
<tr>
<th>Number of inputs to emotion classifier</th>
<th>Number of weights in the optimized-structure MLP</th>
<th>Number of weights in the non-optimized-structure MLP</th>
<th>Reduction rate in the number of weights (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>55</td>
<td>1593</td>
<td>2478</td>
<td>35.7</td>
</tr>
<tr>
<td>39</td>
<td>688</td>
<td>1290</td>
<td>46.7</td>
</tr>
</tbody>
</table>

Because of the different target emotional states and also feature sets in some of these researches, selection of the most effective approach is impossible. However, as can be seen the performance of proposed model is superior to the reported systems. As seen in Table 3, the average recognition rate of proposed neural model when using the BGSA for structure optimization is about 2% lower than the model with non-optimized structure. However, the number of weights in the non-optimized model is increased by 55.6% and 78.5% when using 55 and 39 input features, respectively. So, this recognition result of the GSA-BGSA model was obtained by a considerable lighter neural model. The number of weights for the BGSA-optimized and the non-optimized neural models is reported in Table 4.

Using an Intel quad-core 2.69 GHz CPU and 3GB RAM, the run time of the GSA was 89.9% and 91.5% of the run time of the PSO algorithm when using 39 and 55 input features, respectively. Similarly, the run time of the GSA-BGSA was 86.7% and 83.3% of the run time of the PSO-BPSO algorithm when using 39 and 55 input features, respectively.

VII. CONCLUSION AND FUTURE WORK

In this study, the GSA-BGSA hybrid method was proposed to tune simultaneously the structure and weights of a neural emotion classifier. Two feature sets were employed in the simulations: a) 39-component feature vectors which included 12 MFCCs, and logarithm of energy (i.e., 13 components), the first and second derivatives of these
13 components (i.e., totally 39 components), b) 55-component feature vectors by considering various supplementary features of speech signal based on the first three formants and pitch frequency (i.e., 16 components) and concatenating them to the 39-component feature vector (i.e., totally 55 components). The performance of the proposed hybrid GSA-BGSA-neural model was compared with the hybrid of PSO-BPSO used for such optimizations. In addition, other models such as the GSA-neural hybrid, the PSO-neural hybrid, and the standard EBP algorithm were also included in the performance comparisons. Experimental results showed that the proposed method obtained better results using a lighter network structure as compared with other peer investigated methods.

It is noted that the number of input features can also be decreased by employing feature reduction/methods. So, the proposed method can be modified in future works by inserting a feature selection unit such as ones used in similar works on emotion recognition from speech: least square bound [24], second-derivative-based analysis filter [16], linear discrimination analysis [90], sequential floating forward selection [91, 92], mutual information-based feature selection [24], analysis of variations method [17], combination of the decision tree method and the random forest ensemble [33]. In this way, the number of weights can be decreased more and a very light neural network model can be obtained by combining a feature selection method and optimizing strategies proposed in this study. In addition, the single neural classifier in this study can be replaced by a multiple-classifier scheme to improve the performance of systems such as ones reported in [17, 93].
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